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MEETING THE CHALLENGES OF MASSIVE NETWORKS & SYSTEMS

The information age has brought with it new opportunities and new challenges: There are many problems that had previously been completely “solved” for smaller systems, yet their solution is simply not applicable to huge ones. For example, an algorithm that takes a few seconds on small to medium size networks may take days or even months to execute on an enormous network such as Facebook. The main focus of my research is finding creative solutions for dealing with these challenges. In this document, I discuss two novel solutions that I have pioneered: local computation algorithms, a general framework for dealing with huge networks and systems, and controlled dynamic division, for handling fair resource allocation in large dynamic systems.

1 LOCAL COMPUTATION ALGORITHMS

Massive systems and networks have become ubiquitous. While there is a remarkable amount of work on analyzing and designing algorithms for smaller systems, the vast majority of it simply does not scale: an algorithm that takes seconds to run on a system with thousands of nodes might take weeks on a system with billions. New ideas are required if we hope to have the same success with massive systems as we do with smaller ones. Together with Ronitt Rubinfeld, Gil Tamir and Ning Xie [RTVX11], I introduced the notion of local computation algorithms (LCAs), in order to provide a rigorous framework for solving fundamental problems—such as maximum matching or coloring—on huge systems.

An algorithm in the LCA model is required to produce only a part of the output—specified by a “query,”—and is expected to access only a small part of the input (without any pre-processing) using some simple “probes.” For example, consider a linear program $L$ with variables $x \in \mathbb{R}^n$, where $n$ is huge. An LCA for $L$ is given a coordinate $i$ as a query, and is expected to return the value of $x_i$ (the $i^{th}$ coordinate of $x$); the replies to all queries must be consistent with a single solution to $L$. To do that, the LCA can use probes of the form “which constraints are a function of $x_i$?” or “what is constraint $j$?”

As a more concrete example, assume that we would like to concurrently route millions of commuters. An LCA for routing can be installed on each commuter’s phone: The LCA is given as a query start and end points, makes a small number of probes to the server regarding the nearby roads and traffic conditions, and computes a route for the user. Despite the fact that each LCA instance only accesses a small part of the input (in this case, the input is the map and traffic conditions), the global solution is still guaranteed to be good—for some apt definition of “good”. Note that the entire solution is neither computed by nor stored on the central server.

LCAs have gained the interest of the optimization, control, distributed systems and machine learning communities among others, and dozens of papers have been written on the topic. In addition, connections have been made between LCAs and other fields such as machine learning (e.g., [FMS15, MRT15]) and distributed algorithms (e.g., [EMR15, FHK16]); even papers unrelated to LCAs used techniques that we developed specifically for LCAs (e.g., [HPP+15, FHR16]). Recently, we were able to use insights and techniques from my work on LCAs to design a framework for accelerating LP solvers—we demonstrated that we can speed up state-of-the-art LP solvers by up to 150 times, with a loss of less than 5% in the quality of the solution. In addition, we can use this framework to solve LPs that are too large to solve using standard techniques.
1.1 APPLICATIONS TO MECHANISM DESIGN

The research area in the intersection of economics and computer science, sometimes called *algorithmic game theory* or *mechanism design*, is a fertile research area, in part due to the role that ad-auctions play in today’s economy (Google alone generates billions of dollars from ad auctions [EOS05]). Although it has been a thriving field, very little work has thus far been done on what can be computed extremely quickly with relation to the problem size (formally, in sublinear time and space). Unfortunately, the size of the systems that have game theoretic components can also be very large. For example, ad-auction systems typically handle billions of impressions on millions of web sites. In a joint work with Avinatan Hassidim and Yishay Mansour [HMV16], I introduced *local computation mechanism design*: designing game-theoretic mechanisms that require sublinear time and space. In this paper we designed mechanisms for several classical game-theoretic problems, including stable matching and load balancing. In addition, we showed that an extension of one of our results solves an open problem from a 1999 paper of Roth and Rothblum [RR99]: how good is a stable matching that is obtained from executing a constant number of iterations of the Gale-Shapley algorithm on truncated lists? We showed that we can obtain a matching that is provably “almost stable” in this case.¹ The importance of this question stems from the fact that this mechanism and variations thereof are used in practice (e.g., the National Resident Matching Program); until our paper there was a host of empirical evidence (e.g., [Qui85, LZ03]), but no theoretical guarantee. This was the first time that techniques from LCAs were used to solve non-LCA type problems, hinting that LCAs have even wider implications than we may have thought.

1.2 APPLICATIONS TO DISTRIBUTED OPTIMIZATION AND MACHINE LEARNING

One of the exciting recent applications of LCAs is in *distributed optimization*. There is a wide variety of approaches for distributed optimization (see e.g., [NO10]); they typically require aggregating global information. As a consequence, if a node in a distributed system goes offline while an algorithm is executing, the whole process is brought to a halt. Similarly, lag in a single edge affects the computation of the entire solution. Another issue is that current solutions are not typically adaptable to dynamic settings: the arrival of a new node in the network requires recomputing the entire solution. *An LCA implemented in a distributed fashion is robust to all of these problems:* In [LCVW17], we proposed a distributed optimization algorithm based on LCAs, in which failures only affect a small number of nodes in the neighborhood of the failure. In addition, lag on an edge affects only a very small fraction of the computations, and the system is robust to dynamics: only a small proportion of the solution needs to be recomputed when the network changes. This LCA applies to many optimization problems with convex objective functions and linear constraints, in particular to packing and covering linear programs. The distributed implementation is simple: each node runs a local version of the LCA. The LCA is essentially a reduction to an online algorithm, and thus has the same performance guarantees as the online algorithm (hence if a better online algorithm is found, the performance of the LCA improves as well). The theoretical guarantees of the online algorithm that we use are for the worst-case arrival order, while our LCA generates a random arrival order; in simulations, we show that the performance indeed far exceeds the theoretical guarantees.

I am currently collaborating with researchers from optimization and control theory [ALV17] on designing local computation algorithms for other non-graph problems—such as least squares—that are commonly used in machine learning, statistical modeling, and many other disciplines. My research provides tools for coping with these systems as their scale grows to unprecedented sizes.

¹See [HMV16] for a formal definition of *almost stable*. 
2 Dynamic Fair Division

The problem of splitting a divisible good fairly among a number of agents has important applications in many fields, and has attracted the attention of mathematicians, computer scientists, political scientists and economists. There are good solutions to many important problems in the field, assuming that the system is static (e.g., [Pro16]). However, real systems are almost never static: agents dynamically arrive and depart. In large systems, many agents can arrive and depart every second! Moving from one static solution to another is usually expensive, and static solutions do not take these costs into account. The field of dynamic fair division seeks to address this problem—trading off fairness, efficiency and the amount of reallocation in a desirable way. Prior work that performed theoretical analysis of dynamic fairness did not allow any reallocation [KPS13].

In joint work with Eric Friedman and Christos-Alexandros Psomas [FPV15, FPV17], I introduced controlled dynamic fair division, a dynamic model whose main motivation is precisely to account for the cost of reallocation. In our model, the allocation algorithm receives constraints on the allowed disruptions to existing jobs and its goal is to maximize natural notions of fairness. If there is a single resource (e.g., CPU), the definition of fairness proposed is the following: when there are $k$ agents in the system, we would like each agent to be allocated at least $c/k$ of the resource, for some fixed $c > 0$ that is as large as possible. In [FPV17], we gave a mechanism that is optimal for any conditions on the disruptions. We showed that the fairness guarantees are very high even if we allow a tiny amount of disruptions: if we allow a single disruption for every 10,000 users that arrive, we can still guarantee that $c > 1/10$. That is, each agent receives at least $1/10$ of the resource that she would if we used the optimal static mechanism at every stage, no matter how many users are currently in the system!

If there is more than one type of resource (for example, CPU and memory), different jobs may require different amounts of each resource: one job may require 4 units of CPU and 1 unit of memory per job, while another may require 2 units of each. This introduces many new questions: Is it even possible to compute an optimal solution for some given notion of fairness? Can we design mechanisms in which users cannot benefit from misreporting their requirements? Even much more basic questions do not have an obvious answer: What is the correct notion of fairness in these scenarios? What constitutes an optimal solution? In [FPV17], we gave some preliminary results to some of these questions, but we do not yet have satisfactory answers. It is important to develop provably good mechanisms—the current real-world implementations of dynamic systems are still mostly heuristic with no theoretical guarantees on their performance [GZSS13].

In addition to working on the above problems, I am currently studying the following common scenario: Instead of only requiring fairness, we would also like to take into account the completion time of the jobs. This is of practical importance in labs and research centers that want to strike a balance between efficiency and fairness with respect to the resources allocated to the employees.
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