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Abstract

In the single-resource dynamic fair division framework there is a homogeneous resource that is shared between agents dynamically arriving and departing over time. When \( n \) agents are present, there is only one truly “fair” allocation: each agent receives \( \frac{1}{n} \) of the resource. Implementing this static solution in the dynamic world is notoriously impractical; there are too many disruptions to existing allocations: for a new agent to get her fair share, all other agents must give up a small piece.

A natural remedy is simply to restrict the number of allowed disruptions when a new agent arrives. [16] considered this setting, and introduced a natural benchmark - the fairness ratio - the ratio of the minimal share to the ideal share (\( \frac{1}{k} \) when there are \( k \) agents in the system). They described an algorithm that obtains the optimal fairness ratio when \( d \geq 1 \) disruptions are allowed per arriving agent. However, in systems with high arrival rates even one disruption per arrival can be too costly. We consider the scenario when fewer than one disruption per arrival is allowed. We show that we can maintain high levels of fairness even with significantly fewer than one disruption per arrival. In particular, we present an instance-optimal algorithm (the input to the algorithm is a vector of allowed disruptions) and show that the fairness ratio of this algorithm decays logarithmically with \( c \), where \( c \) is the longest number of consecutive time steps in which we are not allowed any disruptions.

We then consider dynamic fair division with multiple, heterogeneous resources. In this model, agents demand the resources in fixed proportions, known in economics as Leontief preferences. We show that the general problem is \( \text{NP} \)-hard, even if the resource demands are binary and known in advance. We study the case where the fairness criterion is Dominant Resource Fairness (DRF), and the demand vectors are binary. We design a generic algorithm for this setting using a reduction to the single-resource case. To prove an impossibility result, we take an integer program for the problem and analyze an algorithm for constructing dual solutions to a “residual” linear program; this approach may be of independent interest.

1 Introduction

Fair division has been a central topic in economics and mathematics (e.g., [2–4, 6, 13, 35, 42, 43]). More recently, it has received more attention in computer science due to its applications to resource sharing in data centers and the cloud (e.g., [5, 12, 18, 37, 46]). Traditionally, research on fair division has focused on static allocations; contemporary resource allocation protocols, however, need to be dynamic in nature. This has led to more research on fairness in the dynamic setting (e.g., [1, 16, 46]).
There is some finite amount of resource(s), agents arrive and depart, and the goal is to constantly maintain allocations that are "fair". There are several accepted notions of fairness in the literature, for example, envy-freeness (no agent would like to exchange shares with any other agent) and equitability (every agent has the same utility). Arguably the most widely accepted notion is proportionality: if there are $n$ agents in the system, each agent is allocated at least a $1/n$ fraction of what she would receive if she were allocated all of the resource. If there are multiple resources and agents have heterogeneous demands, the notions of fairness become more complex; two of the most common notions in this setting are Competitive Equilibrium from Equal Incomes (CEEI) and Dominant Resource Fairness (DRF). We elaborate more on these later on.

A major difficulty in maintaining fairness in dynamic settings comes from the price of reallocating resources. Even if there exist good solutions for $k$ agents and for $k+1$ agents, these solutions do not typically include instructions for transitioning from one solution to the other without reclaiming and reallocating all the resources. As an example, consider the case of a single homogeneous resource. If reallocating resources is cheap and efficient, it is trivial to satisfy any and all of the above fairness notions in the dynamic setting: when there are $k$ agents, allocate each one $1/k$ of the resource. When a new agent arrives, reallocate the resource evenly once more; note that this necessitates reducing the allocation of all agents, whenever a new agent arrives. If there are many successive arrivals, much of the time could be spent on reallocation, instead of resource consumption. This is an important issue in practice (e.g., [26, 31, 44]).

"The offline scheduler is not applicable . . . because, if we simply called it each time a resource freed up, we might have to reallocate a large number of machines to obtain the configuration it returns. ” [19].

Motivated by these issues, we study dynamic fair division problems where the amount of disruption is a hard constraint.

### 1.1 The Dynamic Fair Division Model

We first consider the case of a single homogeneous resource.

**Dynamic fair division of a single resource.** One unit of a homogeneous resource is shared among agents that arrive and depart over time. An allocation for $t$ agents is denoted by a vector $X^t \in [0, 1]^t$. The utility of agent $j$ at step $t$ is proportional to $X^t(j)$. An allocation is feasible if $S^t = \sum_{j=1}^t X^t(j) \leq 1$. $X$ and $S$ are usually defined with respect to a resource allocation algorithm; this is omitted from the notation when the algorithm is obvious from context. An allocation algorithm is feasible if it always outputs a feasible allocation. An allocation is Pareto optimal if $S^t = 1$. An allocation algorithm is Pareto optimal if it always outputs Pareto optimal allocations. An allocation for $t$ agents is $\sigma_t$-fair if $\min_{j=1,\ldots,t} \{X^t(j)\} \geq \frac{\sigma}{t}$. An allocation algorithm $A$ is $\sigma$-fair if it outputs a $\sigma$-fair allocation in the presence of $t$ agents, and $\sigma \leq \min_t \{\sigma_t\}$. $\sigma_t$ is called $A$’s fairness ratio.

We restrict our algorithms to disrupt a small number of agents when a new agent arrives: An allocation algorithm is $d$-disruptive if it is allowed to decrease the allocation of at most $d$ agents at every arrival. Upon departure, the algorithm is not allowed to reduce the allocation of any agent except the departing agent (this is known as population monotonicity). Augmenting the resource of any agent is always allowed (for both arrivals and departures).
Example 1.1. Assume we would like to design a Pareto optimal 1-disruptive algorithm for a system with a capacity for 3 agents. The naïve algorithm divides the largest available share equally at each arrival: When the first agent arrives, she is allocated the entire resource; \( \sigma_1 = 1 \). When the second agent arrives, she is given half of the resource, and the first agent’s resource is halved: \( \sigma_2 = \min \left( \frac{[X^*(i)]}{1/2} \right) = 1 \). When the third agent arrives, one agent is allocated half of the resource and the two other agents are allocated one quarter of the resource each: \( \sigma_3 = \frac{1}{4} \). The fairness ratio of this algorithm is \( \sigma = \min_i \{ \sigma_i \} = \frac{3}{4} \). It is easy to verify that there is no algorithm that guarantees perfect fairness (\( \sigma = 1 \)), even in this simple scenario.

The optimal algorithm is the following [16]: when the second agent arrives, she is given \( 3/7 \) of the resource; \( \sigma_2 = \frac{3}{7} \). When the third agent arrives, the first agent’s share is split evenly between the first and third agents, giving the allocation \( (2/7, 3/7, 2/7) \); \( \sigma_3 = \frac{2}{7} \). This fairness ratio of this algorithm is \( \frac{2}{7} \).

Define \( \sigma^* (d) \) to be the optimal fairness ratio of any \( d \)-disruptive mechanism (with an unbounded number of agents). [16] show that \( \sigma^* (d) = \left( \left( \left( d + 1 \right) \ln \left( \frac{d+1}{d} \right) \right) \right)^{-1} \), for all (integer) \( d \geq 1 \), and describe an algorithm that achieves this fairness ratio. They also give a \( d^{-2} \) bound on the envy ratio of this algorithm, the ratio of the maximum and minimum allocations. In addition, the algorithm accommodates arbitrary arrivals and departures of agents, and it satisfies population monotonicity as well as Pareto optimality. Their analysis relies on a characterization of the optimal allocation as an LP, reducing its feasible region to a certain class of allocations, and then bounding the fairness ratio for this class.

At first glance, one might think that a single disruption per arrival is the best we can hope for; this is true if, for example, we require Pareto optimality (Lemma 1.2). However, if \( n \) agents arrive, this still mandates \( n \) disruptions overall! We consider what can be done with even fewer disruptions. In particular, we study the problem of maximizing the fairness ratio, when fewer than one disruption is allowed per arrival.

Fewer than one disruption per arrival. Consider the following scenario: an algorithm designer is given a list of constraints: one constraint per arrival, denoting the number of disruptions allowed. The algorithm designer’s goal is to design an algorithm that maximizes the fairness ratio subject to these constraints. For now, assume that there are only arrivals - agents arrive and stay in the system indefinitely; we will remove this restriction later on. Ideally, the algorithm designer should design an instance-optimal algorithm: one that takes the list of constraints as an input and outputs a set of allocations that maximizes the fairness ratio for that list. We consider the case that fewer than one disruption is allowed per arrival, and model it as follows: the algorithm takes as input a vector \( \psi \) (which we call a control vector), and is allowed to use \( d_i \) donors when the \( i^{th} \) agent arrives if \( \psi[i] = d_i \). We call this problem Controlled Dynamic Fair Division (CDFD). For simplicity, we only consider binary control vectors (i.e., at each time step, the algorithm is either not allowed to use a donor or allowed to use exactly one); it is straightforward to extend the results to non-binary vectors.

If \( \psi \) has at most \( c \) consecutive zeros, we call it a \( c \)-control vector. To align with the notation of [16], we say that a \( c \)-control vector implies a \( \frac{1}{c+1} \)-disruptive algorithm. Notice that the setting of [16] is a special case; for \( d \) donors per arrival, \( \psi \) has “\( d \)” at every coordinate.

Let \( \sigma^* (\psi) \) be the optimal fairness ratio for a given control vector \( \psi \). We overload the notation and define \( \sigma^* ((c + 1)^{-1}) \) to be the optimal fairness ratio for all \( c \)-control vectors \( \psi \), i.e.,
\( \sigma^* \left( (c + 1)^{-1} \right) = \min_{\psi} \left\{ \sigma^* (\psi) \right\} \). Note that, with fewer than one disruption per arrival, Pareto optimality is impossible.

**Lemma 1.2.** For any \( c > 0 \), there is no Pareto optimal algorithm for CDFD that guarantees a fairness ratio of \( \sigma((c + 1)^{-1}) > 0 \).

**Proof.** Assume that such an algorithm exists. Let \( i \) be the first coordinate for which \( \psi[i] = 0 \). As the algorithm is Pareto optimal, there is no available resource, and agent \( i \) receives nothing. \qed

One can also consider a more adversarial online setting, in which the control vector is revealed online. If there are no restrictions on the adversary, it is easy to see that no algorithm can guarantee a good fairness ratio: the adversary can simply give the algorithm an arbitrarily long all-zero control vector. We therefore restrict our attention to adversaries limited to control vectors that have bounded length and/or at most \( c \) consecutive zeros, for some constant \( c \).

**Multi-resource fairness.** Consider the case of multiple heterogeneous resources. Let \( r \) be the number of resources in the system and, without loss of generality, assume there is one unit of each resource available. As in the single resource case, define \( X^t(j) \) to be the allocation of the \( j \)-th agent at step \( t \). Notice that the allocation of agent \( j \) this time is a vector, not a number.

Every agent \( i \) has a demand vector \( D_j \in [0,1]^r \) over the resources. Let \( D^t \) (or simply \( D \)) be the \( t \) by \( r \) matrix of demands for \( t \) agents. For example, if 3 agents with demands \( D_1 = [1, 1/2], \)
\[ D_2 = [0, 1], \text{ and } D_3 = [1, 1] \] are present \( D = \begin{bmatrix} 1 & 1/2 \\ 0 & 1 \\ 1 & 1 \end{bmatrix} \).

Assume that the agents demand the resources in fixed proportions, known in economics as Leontief preferences, and have binary demand vectors. Let \( u_j(X^t(j)) \) be the utility of agent \( j \) for an allocation \( X^t(j) \). It is convenient to think of \( D_{j,t} \) as the amount of resource \( t \) agent \( j \) needs to execute a task. For example, if \( r = 3 \), agent \( j \) with demand vector \( D_j = [1, 0, 1] \), needs one unit of resource 1 and one unit of resource 3 to execute a task. In this example, Leontief preferences imply that given the resource vector \( X^t(j) = (\frac{1}{2}, 0, \frac{1}{2}) \), the agent would have utility \( u_j(X^t(j)) = \frac{1}{2} \). The agent would have the same utility for resource vector \( (1, 0, \frac{1}{2}) \).

In the case of multiple resources, the definition of fairness is not as straightforward. One could define fairness in a very general way: at every step \( t \) the minimum utility of an agent should be \( L(t) \), for some non increasing function \( L(t) \), and the maximum utility should be \( U(t) \). \( L(t) \) dictates the lower bound on the satisfaction of each agent, maintaining fairness in terms of proportionality. \( U(t) \) maintains fairness in the sense of envy-freeness: \( \min \left\{ \frac{U(t)}{L(t)} \right\} \) is an upper bound on the envy of such an allocation. (Intuitively, an allocation of \( (\frac{1}{3}, \frac{1}{4}, \frac{1}{4}) \) is more fair than an allocation of \( (\frac{1}{2}, \frac{1}{4}, \frac{1}{4}) \).) Define General Dynamic Fair Division (GDFD) to be this problem; the inputs are agents’ demands \( D \), the number of resources \( r \), and vectors \( L \) and \( U \), and the algorithm is asked to decide whether there exist feasible allocations (i.e., ones that satisfy all the constraints).

**Dominant Resource Fairness.** We show in Section E that GDFD is computationally intractable (assuming \( \mathbb{P} \neq \mathbb{NP} \)), even in simple settings and clairvoyant allocation algorithms (ones that know in advance the number of agents that will arrive and their demands). We focus on a less general, well-studied notion of fairness: Dominant Resource Fairness (DRF), introduced by [18].
The dominant resource of an agent is the resource for which the agent’s task requires the largest fraction of total availability. The dominant share of an agent is the fraction of her dominant resource that she receives. The DRF algorithm seeks to maximize the minimum dominant share. DRF can also be interpreted as the leximin mechanism, i.e., it maximizes the minimum utility, and subject to that, maximizes the second minimum utility, and so on, when applied to Leontief utilities [30]. DRF has multiple advantages: it is Pareto optimal, strategy-proof, envy-free, and proportional: it guarantees to each agent a utility of

\[ DRF_D = \left( \max_{l=1,\ldots,r} \sum_{j=1}^{t} D_{j,l} \right)^{-1} \]

The notion of DRF is naturally extendable to the dynamic case:

**Dynamic fairness for multiple resources.** An allocation is \( \sigma_t \)-DRF fair at step \( t \), if

\[ \min_{j=1,\ldots,t} \left\{ u_j(X^t(j)) \right\} \geq \sigma_t DRF_{D^t} \]

An allocation algorithm is \( \sigma \)-DRF fair if outputs a \( \sigma_t \)-DRF fair allocation when \( t \) agents are present, and \( \sigma \geq \min_t \{ \sigma_t \} \). Let \( \sigma^*(d,r) \) be the optimal fairness ratio in the case of \( r > 1 \) resources, when \( d \) donors are allowed at every arrival, over all possible agent demands \( D \). We allow \( d \) to be less than 1; we discuss this in more detail later on. Define Dynamic Dominant Resource Fairness (DDRF) to be the problem of maximizing \( \sigma^*(d,r) \).

### 1.2 Main Results and Techniques

**Controlled dynamic fair division.** Given a binary control vector \( \psi \) as an input, the goal is to output a set of allocations that gives the best possible fairness ratio. We describe an instance-optimal algorithm for this case, which we call SKIP. SKIP has two stages; in the first (which we sometimes refer to as the preprocessing stage), it computes the optimal fairness ratio \( \sigma^*(\psi) \); in the second, it allocates the resource frugally, giving each agent the least amount of resource possible in order to maintain \( \sigma^*(\psi) \).

**Theorem 1.3.** SKIP is an instance-optimal algorithm for controlled dynamic fair division.

To prove Theorem 1.3, we show that for any allocation algorithm \( A \) and any control vector \( \psi \), if the allocations produced by \( A \) for \( \psi \) give a fairness ratio of \( \sigma \), then the allocations produced by SKIP do too. Although, by Lemma 1.2, SKIP cannot be Pareto optimal, it can accommodate departures, and is population-monotone - it does not disrupt any agent when there is a departure (except the departing agent); it is only allowed to re-allocate the departing agent’s share.

We would like to provide a lower bound \(^1\) \( \sigma \) on the fairness ratio of SKIP. This is particularly important for unbounded systems; while SKIP is optimal for any finite control vector \( \psi \), it is not defined on infinite vectors, which are necessary for systems that can accommodate an arbitrary number of agents. In such a case, we skip the preprocessing stage of SKIP, and simply give SKIP \( \sigma \) as an auxiliary input. As long as \( \sigma \) is upper bounded by the worst fairness ratio possible for any number of agents, the allocations produced by SKIP will be feasible. We bound \( \sigma^* \left( (c + 1)^{-1} \right) \), the optimal

\(^1\)Note that upper bounds on the fairness ratio are negative results, while lower bounds are positive results.

\(^2\)We do not explicitly compute the running times of the algorithms in this paper, but all are easily implemented in time linear in the size of the input.
fairness ratio possible for all control vectors $\psi$ with at most $c$ consecutive zeros (in particular, including infinite vectors such as $(1, 0, 0, 0, 1, 0, 0, 0, \ldots)$). This also gives us a bound on the performance of SKIP in the adversarial online setting, when the adversary is limited to selecting vectors with at most $c$ consecutive zeros. (In the adversarial online an adversary chooses the control vector and it is revealed online - when the $i^{th}$ agent arrives, the $i^{th}$ coordinate of the control vector is revealed.)

Showing bounds for $\sigma^* \left( (c+1)^{-1} \right)$ is much more complicated than for $\sigma^* (d), \ d \geq 1$: there are infinitely many possible control vectors (as opposed to exactly one for constant $d \geq 1$), and the allocations SKIP produced for each of these are different; furthermore, they are not as "well behaved" as the allocations for $d \geq 1$. Compare Figures 1 and 2.\footnote{The graphs are normalized by artificially setting $\sigma = 1$, and then running the respective optimal algorithms without any constraints on the amount of available resource. While this obviously leads to the total allocation being greater than 1, it is still instructive, as the optimal fairness ratio of these algorithms can be easily be deduced from these plots - it is simply the inverse of the maximal total allocation created.} Figure 1 shows the allocations created by the optimal algorithm when 1 donor is allowed at every step (for an unbounded number of agents, truncated at 100). Figure 2 shows the allocations created for 4 different infinite control vectors (truncated at 30 agents). The difficulty in the second setting comes from several facts: the allocations are not monotone, they are not pointwise comparable, and they are not simple transformations one of the other. Furthermore, the allocations do not necessarily take their maxima at the limit. Still, in both cases, the total allocation converges to a limit as the number of agents grows (in the second case, all infinite allocations that obey certain natural requirements converge to the same limit (Theorem 1.6)). The horizontal line in both figures denotes this limit. It is easy to see (this is formally proved for the two cases in [16] and Section 2 respectively), that the first set of allocations takes its maximum at the limit, while the second case does not.\footnote{It might be tempting to think that, as in Figure 2, there always exists some basic $c$-control vector (see Section 2 for a definition of basic $c$-control vectors) that takes its maximum at the limit, and this is indeed the case for $c < 8$ (we do not prove this, but it is easy to verify). However, for $c \geq 8$, every basic $c$-control vector has its maximum at a finite number of agents (see Figure 3 in Appendix I for a pictoral example.)}

We show almost matching upper and lower bounds for the optimal fairness ratio attainable for any (possibly infinite) $c$-control vector. Let $H_n = \sum_{i=1}^{n} \frac{1}{i}$ be the $n$-th harmonic number.

**Theorem 1.4.** The optimal fairness ratio of CDFD for any $c$-control vector is bounded by

\[(H_{c+1})^{-1} \geq \sigma^* \left( (c+1)^{-1} \right) \geq (H_{2c+3} - \frac{1}{2})^{-1}.\]

In order to prove Theorem 1.4, we need to be able to argue about allocations of optimal algorithms for any $\psi$. For this, we define basic control vectors - vectors that always have exactly 1 donor every
$c + 1$ agents, and show that for any $c$-control vector, there exists some basic $c$-control vector whose allocations are pointwise greater. For any $c$, there are exactly $c + 1$ basic control vectors, therefore it remains to reason about them. For the cases $c = 1$ and $c = 2$, it turns out that the worst allocations are always at the limit. In order to show this, we consider allocations (of the basic control vectors) that are a certain distance apart (specifically $(c + 1)(c + 2)$), and show that these special allocations are monotone increasing, and each is greater than the $(c + 1)(c + 2)$ allocations that came before it. This gives exact bounds:

**Theorem 1.5.** (Appendix C) The optimal fairness ratio of CDFD for any $c$ control vector for $c = 1$ and $c = 2$ are

$$\sigma^*\left(\left(\frac{2}{c}\right)^{-1}\right) = 2(3 \ln 3)^{-1} \quad \text{and} \quad \sigma^*\left(\left(\frac{3}{c}\right)^{-1}\right) = 3(4 \ln 4)^{-1}.$$  

For $c > 2$, we consider a set of allocations that are pointwise greater than the allocations for all basic vectors simultaneously, and bound them, to obtain Theorem 1.4. In addition, we show that as the number of agents grows, the optimal allocations for all basic $c$-control vectors converge to the same value:

**Theorem 1.6.** There exists a number $n_0$ such that, for all $c > 2$, all $c$-control vectors, and present agents $t > n_0$, the allocation of SKIP is $\sigma_t$-fair, where $\sigma_t = (c + 1) ((c + 2) \ln (c + 2))^{-1}$.

We show (Appendix D) that SKIP can accommodate departures, and therefore all the bounds on $\sigma^*\left(\left(\frac{c + 1}{c}\right)^{-1}\right)$ hold even when we allow agents to depart. We summarize our main results for $\sigma^*\left(\left(\frac{c + 1}{c}\right)^{-1}\right)$ in Table 1.

<table>
<thead>
<tr>
<th>Disruptions</th>
<th>Bound on the fairness ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d \geq 1$</td>
<td>$\left((d + 1) \ln \left(\frac{d + 1}{d}\right)\right)^{-1}$ (tight) [16]</td>
</tr>
<tr>
<td>$2^{-1}$</td>
<td>$2(3 \ln 3)^{-1}$ (tight)</td>
</tr>
<tr>
<td>$3^{-1}$</td>
<td>$3(4 \ln 4)^{-1}$ (tight)</td>
</tr>
<tr>
<td>$(c + 1)^{-1}, c &gt; 2$</td>
<td>$(H_{c+1})^{-1} \geq \sigma^*\left(\left(\frac{c + 1}{c}\right)^{-1}\right) \geq (H_{2c+3} - \frac{1}{2})^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$(c + 1) \left(\left(\frac{c + 2}{c}\right) \ln (c + 2)\right)^{-1}$ (asymptotic bound, tight)</td>
</tr>
</tbody>
</table>

**Table 1: Results for a single resource**

**The adversarial online case.** In the adversarial online case, if there are no restrictions on the adversary, there is no lower bound on the fairness ratio, as the adversary can give an infinite vector of zeros. If, however, there is an a-priori upper bound $n$ on the number of agents that can arrive (with no restriction on the number of consecutive zeros), SKIP obtains a fairness ratio of $\sigma = \frac{1}{H_n}$.

**Multiple resource dynamic fair division.** In the multiple resource case, we consider the uncontrolled setting. The input to the algorithm is a demand matrix $D$ and the number of disruptions allowed per arrival, $d$. We consider two scenarios: in the first, the clairvoyant setting, $D$ is known in advance. In the non-clairvoyant (or online) setting, row $i$ of $D$ is revealed upon arrival of agent $i$. We focus on two notions of fairness, GDFD and DDRF.

Our first result is that GDFD is NP-hard (Appendix E):
Theorem 1.7. \textit{GDFD} is NP-hard, even for 2 resources, 1 donor, binary demand vectors, and clairvoyant algorithms.

We do not know if the same is true for less general notions of fairness.

**Open Problem 1.** Is there a polynomial time algorithm for computing $\sigma^*(d, r)$ for DDRF?

**Open Problem 2.** Is there a polynomial time algorithm for computing $\sigma^*(d, r)$ when the notion of fairness is CEEI?

In Section 3 we consider DDRF, for binary demand vectors. To see why the techniques of the single resource case do not extend to the multi-resource case, consider the following simple example for $d=1$: Three agents arrive; the first has a demand vector $[1, 0]$, the second $[0, 1]$, and the third $[1, 1]$. The following algorithm gives the optimal allocation of $2/3$ (see Section 4 for the upper bound): the first two agents receive $2/3$ of their respective resource (we do not use a donor at the second arrival), and at the third arrival, one of the two agents has her allocation reduced by half, and the arriving agent is given $1/3$ of that resource. $1/3$ of the other resource is taken from the ”bank” - the resource that was left unallocated. It is easy to see that a non-clairvoyant algorithm can never do as well as a clairvoyant one (in contrast to the single resource case): in the non-clairvoyant case, if an agent with demand $[0, 1]$ arrives, how much do we allocate her? Even if we know three agents will arrive in total, and the second one has demand $[1, 0]$, if the third agent has demand vector $[1, 0]$, we “should have” given the first agent all of the first resource, to get a fairness ratio of 1, but we have to allow for the possibility of the third agent’s demand being $[1, 1]$. To complicate matters further, it is possible to find examples where solutions that seem intuitively correct are wrong; consider the following set of demands:

$$[0, 1], [1, 0], [0, 1], [1, 0], [1, 0], [1, 1], [1, 1].$$

Surprisingly, the only optimal algorithm uses an agent with demand $[0, 1]$ as a donor when the fifth agent (who has demand $[1, 0]$) arrives!\footnote{This can be verified by optimizing the fairness for each choice of donors - when the donors are fixed, finding the optimal fairness can be easily computed by a linear program, as we show in Section 4.}

We prove upper and lower bounds on $\sigma^*(d, r)$ for DDRF for the non-clairvoyant setting for three cases: (1) $d = kr$ for integer $k$, (2) $d = 1$ and (3) $d = (c+1)^{-1}$ for $c > 0$. For the lower bounds (positive results), we use the single resource algorithms as subroutines. The challenge is choosing which donor to use when only one donor is allowed. Our negative results use reductions to single resource upper bounds.

**Theorem 1.8.** The optimal fairness ratio of DDRF for $d = k \cdot r$ donors and $r$ resources is bounded by

$$\left( (kr + 1) \ln \left( \frac{kr + 1}{kr} \right) \right)^{-1} \geq \sigma^*(kr, r) \geq \left( (k + 1) \ln \left( \frac{k + 1}{k} \right) \right)^{-1}.$$

**Theorem 1.9.** The optimal fairness ratio of DDRF for $d = 1$ donors and $r \geq 2$ resources is bounded by

- $\sigma^*(1, 2) \geq 2 (3 \ln 3)^{-1} \approx 0.6068$
- $\sigma^*(1, 3) \geq 3 (4 \ln 4)^{-1}$
\( \sigma^* (1, r) \geq \left( H_{2r+1} - \frac{1}{2} \right)^{-1}, \quad r > 3. \)

**Theorem 1.10.** The optimal fairness ratio of DDRF for \( r \) resources and \((c + 1)^{-1}\) donors (1 donor allowed per \( c + 1 \) arrivals) is bounded by

\[
(H_{c+1})^{-1} \geq \sigma^* \left( (c + 1)^{-1}, r \right) \geq \left( H_{2r(c+1)+1} - \frac{1}{2} \right)^{-1}.
\]

The gap between the upper and lower bounds for DDRF is far from tight. Even for \( d = 1, r = 2 \), a seemingly simple case, the best lower bound we can show is \( 2 (3 \ln 3)^{-1} \approx 0.6068 \), by using the single resource algorithm with 1-control vectors \((c = 1)\). An immediate upper bound is \((\ln 4)^{-1} \approx 0.7213\): the fairness ratio \( \sigma^* (d, r) \) is non-increasing in the number of resources \( r \), and we have tight bounds for \( \sigma^* (d, 1) \) from [16] (a subtle but necessary condition for this argument to go through is that DRF reduces to proportionality when there is only one resource). In Section 4 we improve this upper bound to the following.

**Theorem 1.11.** The optimal fairness ratio of DDRF for \( d = 1 \) and \( r \geq 2 \) resources is bounded by

\[
\sigma^* (1, r) \leq 0.6318\ldots
\]

Our proof technique for Theorem 1.11 may be of independent interest. We first identify a set of bad inputs (demand matrices \( D \)): \( n [0, 1] \)'s followed by \( n [1, 0] \)'s, followed by a series of \( 2n [1, 1] \)'s. We describe the optimal mixed integer program for maximizing the fairness ratio. Let \( Z \) be the set of all integer variables. Given an algorithm for DDRF we can simulate its execution on the bad input and fix these integer variables. Fixing \( Z \) allows us to use LP duality! We take the dual with respect to the remaining (non-integer) variables, and give a procedure for constructing feasible dual solutions, for any choice of \( Z \), and therefore any algorithm for DDRF.

Notice that the bound is independent of \( r \). For \( r > 2 \), the same technique does not seem to provide better results, at least not for choices of \( D \) that are the most natural; for example, for \( r = 3 \), one would expect that the worst inputs are \( n [0, 0, 1] \)'s, followed by \( n [0, 1, 0] \)'s, followed by \( n [1, 0, 0] \)'s, followed by a series of \( 3n [1, 1, 1] \)'s. Surprisingly, the fairness ratio for these inputs is an increasing function of \( n \), at least for \( n \) small enough for us to verify computationally.

An interesting open problem is finding tight bounds for \( \sigma^* (d, r) \). Our algorithms so far rely on a reduction to CDFD. We conjecture that this is not necessary. Constructing algorithms that accommodate departures is also an intriguing open direction.

**Open Problem 3.** Compute the exact value of \( \sigma^* (d, r) \) for DDRF, for all \( d > 0, \ r > 1 \).

**Open Problem 4.** Compute the exact value of \( \sigma^* (d, r) \) for DDRF, for all \( d > 0, \ r > 1 \), when allowing departures.

Note that our results for multiple resources only apply to binary demand vectors.

**Open Problem 5.** Compute the value of \( \sigma^* (d, r) \) for DDRF, for all \( d > 0, \ r > 1 \) for arbitrary demand vectors.

Our main results for the optimal fairness ratio of DDRF are summarized in the following table.
<table>
<thead>
<tr>
<th>Resources</th>
<th>Disruptions</th>
<th>Bound on the fairness ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>$0.6318 \ldots \geq \sigma^* (1, 2) \geq 2 (3 \ln 3)^{-1} \approx 0.6068$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$0.6318 \ldots \geq \sigma^* (1, 3) \geq 3 (4 \ln 4)^{-1}$</td>
</tr>
<tr>
<td>$r &gt; 3$</td>
<td>1</td>
<td>$0.6318 \ldots \geq \sigma^* (1, r) \geq \left( H_{2r+1} - \frac{1}{2} \right)^{-1}$</td>
</tr>
<tr>
<td>$r$</td>
<td>$kr$</td>
<td>$\left( (kr + 1) \ln \left( \frac{kr+1}{kr} \right) \right)^{-1} \geq \sigma^* (kr, r) \geq \left( (k + 1) \ln \left( \frac{k+1}{k} \right) \right)^{-1}$</td>
</tr>
<tr>
<td>$r$</td>
<td>$(c + 1)^{-1}$</td>
<td>$(H_{c+1})^{-1} \geq \sigma^* \left( (c + 1)^{-1}, r \right) \geq \left( H_{2r(c+1)+1} - \frac{1}{2} \right)^{-1}$</td>
</tr>
</tbody>
</table>

Table 2: Results for many resources and DRF

1.3 Related Work

Competitive Equilibrium from Equal Incomes (CEEI) was introduced by [32] and has been studied extensively in the economics and theoretical computer science literature (for some recent results see [11], [7], [33], [10], [8]). Dominant Resource Fairness was proposed by [18]. DRF attracted significant attention from the computer systems community [17, 25, 27, 41], as well as the theoretical computer science community [15, 24, 29, 34]. It is interesting to note that DRF can also be interpreted as the Kalai-Smorodinsky bargaining solution [28].

[45] was the first to study the problem of online fair cake cutting when agents arrive, receive a piece and depart. He showed how several well-known fair division solutions (cut-and-choose, Dubins-Spanier, etc) can be adapted to satisfy desirable properties in an online setting with a single (heterogeneous) divisible cake. More recently, and closer to our problem, [29] introduced a model of dynamic allocations. However, their model only considers arrivals and their main algorithm reserves resources for future arrivals; it does not allow the reallocation of resources, or agents to depart. This leads to allocations that satisfy neither fairness nor Pareto efficiency, as resources are left idle.

[21] study the problem of repeatedly allocating a single item between competing agents, and give allocation algorithms that don’t allow monetary transfers with good competitive ratios with respect to optimal allocation algorithms with payments. [39] studied the problem of re-dividing a two-dimensional resource, subject to fairness and “geometric” constraints on the allocations.

The idea of making a small number of alterations to maintain a good solution in online settings had been studied for other problems. In online scheduling, one of the earliest works is by [36], who show that linear preemption in the number of tasks yields a competitive ratio of $O(\log n)$ on makespan, where $n$ is the number of tasks. Preemption in their context means reassigning jobs to a different machine. [38] study online scheduling when the migration is bounded by a constant, and [14] who study a similar problem with bounded migrations, where the capacity of change is based on the size of the new input. [23] consider online matching, online flow and online scheduling, and the number of changes they allow is an amortized constant per step. For scheduling they show a $O(\log \log (nm))$ approximation to the makespan, where $n$ is the number of tasks and $m$ is the number of machines. Other examples include [20] and [22] who show how to maintain an online Steiner tree, vertices arriving online, where the algorithm can change an edge at every arrival; [9] and [40] who consider reoptimization with costs.
2 Single Resource

In this section we study CDFD. The algorithm is given as input a binary $c$-control vector $\psi$ (Definition 2.1). A solution consists of a fairness ratio $\sigma$ and a set of allocations $A_1, \ldots, A_{|\psi|}$, one for each number of agents present $t$, such that: (1) for every $1 \leq t \leq |\psi|$, the fairness ratio $\sigma_t$ is at least $\sigma$, and (2) some agent’s resource is reduced from step $t$ to step $t+1$ if and only if $\psi[t+1] = 1$. Note that (as we only consider binary vectors) only one agent can have their resource reduced at any time. In some cases (for example, when the control vectors are unbounded), we allow the algorithm to receive $\sigma$ as an auxiliary input, in which case a possible output is “infeasible”, if no such set of allocations exists. For now, we assume that agents only arrive, and do not depart; we can use $t$ both for the time and the number of agents present. In Subsection D we show how to augment SKIP to accommodate departures.

**Definition 2.1.** [Control vector] Let $\psi^N$ be a binary vector of length $N$. $\psi^N[i] = 1$ means that we use a donor when agent $i$ arrives, and a $\psi^N[i] = 0$ means we do not. If the maximal number of consecutive 0s is $c$, we call this a $c$-control vector.

We define a basic $c$-control vector to be one in which there is exactly one donor every $c+1$ arrivals; otherwise the control vector is non-basic. There are $c+1$ possible basic control vectors.

**Example 2.2.** For $c = 2$, the three possible basic control vectors are:

1. $(0,1,0,0,1,0,0,1,0,\ldots)$, denoted $(0, 1, 0)^\infty$,
2. $(0,0,1,0,0,1,0,0,1,\ldots)$, denoted $(0, 0, 1)^\infty$, or $(0^2, 1)^\infty$.
3. $(1,0,0,1,0,0,1,0,0,\ldots)$, denoted $(1, 0, 0)^\infty$, or $(1, 0^2)^\infty$.

We also use the following definition.

**Definition 2.3.** Let $A = (a_1, \ldots, a_t)$ and be $B = (b_1, \ldots, b_t)$ be two sorted vectors. We say that $A$ dominates $B$, denoted $A \succeq B$, if $\forall i \in [1, t], a_i \geq b_i$.

2.1 SKIP - an Instance-Optimal Algorithm

**Definition 2.4** (Algorithm SKIP). Algorithm SKIP receives as an input a control vector $\psi$. Set $n = |\psi|$. SKIP has a preprocessing stage (which we describe after the main algorithm description), in which it computes the optimal $\sigma$. When agent $1 \leq i \leq n$ arrives, allocate her $\frac{\sigma}{i}$ of the resource. If $\psi[i] = 1$, take the agent with the most resource to be the donor, and reduce her allocation to $\frac{\sigma}{i}$ as well.

The preprocessing stage is the following: simulate the arrivals of the agents $1, \ldots, n$, with $\sigma = 1$, and compute the sum of allocations at each step, $S_i$. Set the optimal fairness ratio to be $\sigma = (\max_{1 \leq i \leq n}\{S_i\})^{-1}$.

First, note that the allocations created by SKIP are always feasible, by the choice of $\sigma$. We prove SKIP is optimal among all feasible allocation algorithms, for any control vector.

**Theorem 1.3.** SKIP is an instance-optimal algorithm for controlled dynamic fair division.
Proof. Let \( \psi \) be an input for any allocation algorithm \( A \) and \( \text{SKIP} \). Let \( \sigma \) be the maximum fairness ratio achievable by \( A \) and \( \sigma' \) the maximum fairness ratio achievable by \( \text{SKIP} \). We consider \( \text{SKIP} \) when \( \sigma' \) is replaced by \( \sigma \) during its execution. We show that \( \text{SKIP} \) is feasible in this case, therefore \( \sigma' \geq \sigma \).

We assume w.l.o.g. that \( A \) never increases the allocation of any agent (except the arriving agents).

Let \( A^t \) and \( \text{SKIP}^t \) be the sorted allocations of \( A \) and \( \text{SKIP} \), respectively, for \( t \) agents in the system.

It suffices to show that \( A^t \geq \text{SKIP}^t \) for all \( t \leq |\psi| \). The proof is by induction on the number of agents in the system, \( t \).

The base case: By the definition of \( \text{SKIP} \), \( \text{SKIP}^1(1) = \sigma \). Because \( A \)'s fairness ratio is \( \sigma \), it must hold that \( A^1(1) \geq \sigma \).

The inductive step: Assume the statement holds for \( t - 1 \) agents. We show it holds for \( t \). There are two cases: \( \psi[t] = 0 \) and \( \psi[t] = 1 \).

Case \( \psi[t] = 0 \) : Let the allocation of \( \text{SKIP} \) at time \( t - 1 \) be \((\text{SKIP}^t_1, \ldots, \text{SKIP}^t_{t-1})\). Then \( \text{SKIP}^t = (\text{SKIP}^t_1, \ldots, \text{SKIP}^t_{t-1}, 0) \). Algorithm \( A \) will allocate an amount of resource \( x \geq \frac{\sigma}{t} \) to the incoming agent. Let the allocation of \( A \) at time \( t - 1 \) be \((A^t_1, A^t_2, \ldots, A^t_{t-1})\). Then

\[
A^t = (A^{t-1}_1, A^{t-1}_2, \ldots, A^{t-1}_j, x, A^{t-1}_{j+1}, \ldots, A^{t-1}_{t-1}),
\]

for some \( 0 \leq j \leq t - 1 \). It is easy to see that \( A^t \geq (A^t_1, A^t_2, \ldots, A^t_{t-1}, \frac{\sigma}{t}) \) for any such value of \( j \). Furthermore, by the induction hypothesis,

\[
\left( A^{t-1}_1, A^{t-1}_2, \ldots, A^{t-1}_{t-1}, \frac{\sigma}{t} \right) \geq (\text{SKIP}^{t-1}_1, \ldots, \text{SKIP}^{t-1}_{t-1}, \frac{\sigma}{t}) = \text{SKIP}^t.
\]

This concludes the proof for \( \psi[t] = 0 \).

Case \( \psi[t] = 1 \) : Starting with the allocation vector at time \( t - 1 \), \( A^{t-1} \), we break the allocation changes at time \( t \) into two steps:

1. Reduce the share of the donor, to get \( \hat{A}^{t-1} \).
2. Allocate \( x \) to the incoming agent, to obtain \( A^t \).

Denote \( A^{\text{min}} = (A^t_1, \ldots, A^t_{t-1}, \frac{\sigma}{t}) \). We show that at the end of the first step, \( \hat{A}^{t-1} \geq A^{\text{min}} \).

The second step is identical to the \( \psi[t] = 0 \) case, hence we can combine the two results to conclude that \( A^t \geq \text{SKIP}^t \). Assume algorithm \( A \) reduced the allocation of an agent from \( A^{t-1}_i \) to \( y \), where \( 1 \leq i \leq t - 1 \) (possibly \( A^{t-1}_i = y \)). There is some \( k, j \leq k \leq t - 1 \) such that \( A^{t-1}_k \geq y \geq A^{t-1}_{k+1} \). Then,

\[
\hat{A}^{t-1} = (A^{t-1}_1, A^{t-1}_2, \ldots, A^{t-1}_j, A^{t-1}_{j+1}, A^{t-1}_{j+2}, \ldots, A^{t-1}_k, y, A^{t-1}_{k+1}, \ldots, A^{t-1}_{t-1}).
\]

For \( i \in [1, j - 1] \), \( \hat{A}^{t-1}_i \geq A^{\text{min}}_i \). For \( i \in [j, k] \), \( \hat{A}^{t-1}_i = A^{\text{min}}_i \). Then, by definition of \( y \), \( \hat{A}^{t-1}_k = y \geq A^{\text{min}}_{k+1} \). Similarly, \( \hat{A}^{t-1}_i \geq A^{\text{min}}_i \) for all \( i \in [k + 1, t - 2] \). For the last term, we note that since \( A \) is \( \sigma \)-fair, \( \hat{A}^{t-1}_{t-1} \geq \frac{\sigma}{t-1} \geq \frac{\sigma}{t} \) (possibly \( y \) is the last share, but then \( y \geq \frac{\sigma}{t} \) as \( A \) is \( \sigma \)-fair). \( \square \)

2.2 Reduction to Basic Control Vectors

We wish to compute a lower bound (positive result) on the fairness ratio of \( \text{SKIP} \) for all control vectors, but the optimal fairness ratio for any control vector depends on the vector itself. We show that basic control vectors have the worst fairness ratio; hence in order to provide a lower bound on the fairness ratio, it suffices to analyze basic control vectors. We allow \( \text{SKIP} \) to receive a fairness
ratio, $\sigma$ as an auxiliary input. Denote the (possibly infinite) set of allocations of SKIP when $\psi^N$ is the control vector and $\sigma$ is the fairness ratio by SKIP$(\psi^N, \sigma)$. It will be useful to think of the unallocated resource as a “bank”: Let BANK$(\psi^N, t) = 1 - S(\psi^N, t)$.

We want to show that for any legal $c$-control vector $\psi^N$ and real number $\sigma$, it holds that if SKIP$(\psi^N, \sigma)$ is feasible, then SKIP$(\psi^N, \sigma)$ is feasible, where $\hat{\psi}^N$ is a basic $c$-control vector. To this end, we define a series of control vectors $\hat{\psi}^N = \psi_1^N, \psi_2^N, \ldots, \psi_k^N = \psi^N$ such that if SKIP$(\psi_i^N, \sigma)$ is feasible, then SKIP$(\psi_{i+1}^N, \sigma)$ is feasible, for all $1 \leq i < k$. We define these vectors inductively: Let $t_i^*$ be the leftmost coordinate on which $\psi_i^N$ and $\psi^N$ differ. The first $t_i^*$ - 1 entries of $\psi_i^N$ are the same as $\psi_i^N$, the $t_i^*$-th entry becomes the same as $\psi^N[t_i^*]$, and the remainder continues as $(0^c1)^\infty$.

**Example 2.5.** Let $\psi^7 = (0, 1, 1, 0, 1, 0, 0, 1)$. We derive the $\psi_i^N$.

$$\begin{align*}
\hat{\psi}_1^N &= (0, 1, 0, 0, 1), \\
\hat{\psi}_2^N &= (0, 1, 1, 0, 1), \\
\hat{\psi}_3^N &= (0, 1, 1, 1, 0, 1), \\
\hat{\psi}_4^N &= (0, 1, 1, 1, 0, 1), \\
\hat{\psi}_5^N &= (0, 1, 1, 1, 0, 1, 0, 1)^\infty = \psi^7(0, 0, 1)^\infty
\end{align*}$$

**Lemma 2.6.** For every $c$-control vector $\psi$, there exists some basic $c$-control vector $\psi'$ such that $\sigma^*(\psi) \geq \sigma^*(\psi')$.

**Proof.** We prove that, if SKIP$(\psi^N, \sigma)$ is feasible, then SKIP$(\psi_{i+1}^N, \sigma)$ is feasible, for all steps $t$ such that $t = t_i^* + 1$ (mod $c + 1$) in Lemma 2.7. We then show the same holds for steps $t \neq t_i^* + 1$ (mod $c + 1$) in Lemma 2.8.

Notice that $X(\psi_i^N)$ and $X(\psi_{i+1}^N)$ are identical up to step $t_i^* - 1$. Then, on step $t_i^*$, necessarily $\psi_i^N[t_i^*] = 0, \psi_{i+1}^N[t_i^*] = 1$.

**Lemma 2.7.** $X(\psi_i^N, t \leq X(\psi_{i+1}^N, t)$ for all $t = t_i^* + 1$ (mod $c + 1$).

The proof of Lemma 2.7 is by simple induction and is deferred to Appendix B.1. Showing that if SKIP$(\psi_i^N, \sigma)$ is feasible, then SKIP$(\psi_{i+1}^N, \sigma)$ is feasible, for steps $t \neq t_i^* + 1$ (mod $c + 1$) is more involved. First observe that there exists some $t_{\max}$ such that, for all steps $t > t_{\max}$, $X(\psi_{i+1}^N, t)$ is identical to the allocation of some basic control vector at step $t$ (as the allocations produced by SKIP are memoryless). Hence, it suffices to show the result for all $t \leq t_{\max}$. The value of $t_{\max}$ is computed as follows: Let $p$ be number of 0s between $t_i^*$ and the previous 1, and $p' = c + 1 - p$. In Example 2.5, for $\psi^7, p = 1, p' = 2$. Set $k = t_i^* - (c + 2) + p'$. Once the largest share is $\frac{\sigma}{k}$ (and the second largest is strictly smaller), the allocation is the same as it would have been at time $k$ for some basic control vector (in Example 2.5, this allocation is $(\frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{6}, \ldots)$). A straightforward calculation gives $t_{\max} = t_i^* + (c + 1)(k - 1) = (c + 2)t_i^* + (c + 1)(p' - c - 3)$. Note that this is exactly the time at which the allocations converge.

**Lemma 2.8.** For all $t \neq t_i^* + 1$ (mod $c + 1$), $t \in [t_i^*, t_{\max}]$, BANK$(\psi_i^N, t) \geq \sum_{j=1}^{c} \frac{\sigma}{t + j}$.

The proof for this Lemma is quite technical; as it mostly involves applications of known techniques, it is deferred to Appendix B.2.
2.3 Bounding the Fairness Ratio of SKIP

The allocations created by SKIP have a particular structure: they resemble a segment of the harmonic series, with some doubled entries (see Example 2.9 and Table 3). Even though we showed that in order to bound the fairness ratio, it is enough to consider only basic control vectors, each basic control vector has a different fairness ratio. Nevertheless, we would like to provide some upper bound on the fairness ratio of SKIP, for each $c$. We give two types of bounds: an upper bound that applies to all control vectors for any number of agents, and an asymptotic bound. The asymptotic bound is particularly useful for systems that wish to be able to accommodate an unbounded number of agents, and in which the amount of time the system will have fewer than $n_0$ agents (for some constant $n_0$) is vanishingly small. In this case, one can set the fairness ratio to be the asymptotic fairness ratio, with an arbitrary "quick fix" heuristic for when there are fewer than $n_0$ agents in the system (for example, allowing slightly more disruptions to guarantee the asymptotic fairness ratio).

To better characterize these allocations, we need some notation. Elements of an allocation (an element is a real number\(^6\)) that appear once are called singletons, and those that appear twice doubles. We use the following to make our notation more compact.

\[ \kappa_c \] represents a double followed by $c$ singletons, followed by a double, and so on, ending in $c$ singletons. Let the share before $\kappa_c$ be $\sigma \frac{i}{j}$; the first double of $\kappa_c$ is $\sigma \frac{i+1}{j+1}$. Let the share after $\kappa_c$ be $\sigma \frac{i}{j}$, the last singleton of $\kappa_c$ is $\sigma \frac{i-1}{j-1}$.

$\rightarrow_k$ represents $k - 1$ more singletons continuing the series, $k \geq 1$. We use $k = 0$ is used to denote no singletons, not even the one before $\rightarrow_k$. (This may seem strange at first, but will greatly simplify the notation.)

**Example 2.9.** The following are possible allocations, written in full and abbreviated.

1. \((\sigma \frac{1}{3}, \sigma \frac{2}{5}, \sigma \frac{3}{5}, \sigma \frac{4}{5}, \sigma \frac{5}{5}, \sigma \frac{6}{5}, \sigma \frac{7}{5}, \sigma \frac{8}{5}, \sigma \frac{9}{5}, \sigma \frac{10}{5}) \) or \((\sigma \frac{1}{3} \rightarrow_2, \kappa_2, \sigma \frac{1}{5}, \sigma \frac{2}{5}, \sigma \frac{3}{5} \rightarrow_2)\).

2. \((\sigma \frac{1}{3}, \sigma \frac{2}{5}, \sigma \frac{3}{5}, \sigma \frac{4}{5}, \sigma \frac{5}{5}, \sigma \frac{6}{5}, \sigma \frac{7}{5}, \sigma \frac{8}{5})\), or \((\sigma \frac{1}{3} \rightarrow_3, \sigma \frac{2}{5}, \sigma \frac{3}{5}, \sigma \frac{4}{5} \rightarrow_3)\).

3. \((\sigma \frac{1}{3}, \sigma \frac{2}{5}, \sigma \frac{3}{5}, \sigma \frac{4}{5}, \sigma \frac{5}{5}, \sigma \frac{6}{5}, \sigma \frac{7}{5}, \sigma \frac{8}{5}, \sigma \frac{9}{5}, \sigma \frac{10}{5}, \sigma \frac{11}{5}, \sigma \frac{12}{5}, \sigma \frac{13}{5}, \sigma \frac{14}{5}, \sigma \frac{15}{5})\) or \((\sigma \frac{1}{3} \rightarrow_0, \kappa_3, \sigma \frac{1}{12}, \sigma \frac{2}{12}, \sigma \frac{3}{13} \rightarrow_3)\).

Instead of individually analyzing each basic control vector, for any $c > 0$, we define a set of allocations:

\[ S^c = S^c_{1,1}, \ldots, S^c_{1,c+1}, S^c_{2,0}, S^c_{2,1}, \ldots, S^c_{2,c+1}, S^c_{3,0}, S^c_{3,1}, \ldots, S^c_{3,c+1}, \ldots \]

that simultaneously upper bounds all allocations created by all basic control vectors, for a fixed $c$. (This series is not a series of valid allocations; it is only used for the analysis.) At a high level, $S^c_{t,i}$ is the allocation created by some basic control vector $\psi$, such that the largest share is $\frac{1}{t}$ (all of the allocations in Example 2.9 are such allocations; they correspond to $S^2_{3,2}, S^3_{2,3}$ and $S^3_{3,0}$ respectively). For $\psi$, the allocation at this time is necessarily greater than the previous $c$ allocations (as there was no donor for $c$ rounds). The following observation is a characterization of the allocations just before the round when a donor is used. Note that the control vector is characterized by the variable $k$, which does not appear in the expression; we only claim that for every $k$ and every round $t$ that is just before the donor, there is some $i$ for which the expression holds.

\(^6\)In all of the algorithms that we describe, shares are rational numbers.
Definition 2.10. For \( t = 1 \) and \( j \in \{1, \ldots, c + 1\} \),
\[
S_{t,j}^c = \sigma \rightarrow(j).
\]
For \( t > 1 \) and \( j \in \{0, 1, \ldots, c + 1\} \), \( t'_{t,j} = (t - 1)(c + 2) + j - c \),
\[
S_{t,j}^c = \sigma \rightarrow(j), \sigma \rightarrow(c), \sigma \rightarrow(c), \sigma \rightarrow(c).
\]

It is easy to verify that these are exact descriptions of all possible allocations of SKIP in the round before a donor is used; we invite the reader to consult Example 2.9 in which the allocations correspond to \( S_{2,3}^2, S_{2,3}^3 \) and \( S_{3,0}^3 \) respectively.

Lemma 2.11. The fairness ratio of \( S^c \) for any \( t > 1 \), \( j \) is at most
\[
\left( \arg \max_{t \in \mathbb{N}^+, j \in \{0, \ldots, c + 1\}} \frac{(t-1)(c+2)+j}{t} + \sum_{i=0}^{t-2} \frac{1}{t+i(c+1)+j} \right)^{-1}.
\]

Proof. The maximal allocation of \( S^c \) is an upper bound on the maximal allocation of SKIP, with a basic \( c \)-control vector. The allocation of \( S_{t,j} \) is
\[
\sum_{i=t}^{(t-1)(c+2)+j} \frac{1}{i} + \sum_{i=0}^{t-2} \frac{1}{t+i(c+1)+j},
\]
by straightforward summation over the allocation vector of Definition 2.10, where the first is a sum of all the values appearing in the allocation vector and the second part is a sum of the duplicates.

The following is our bound for basic control vectors, for \( c > 3 \). For the cases of \( c = 1 \) and \( c = 2 \), we get a stronger bounds. We note that this discrepancy between \( c = 1, 2 \) and \( c = 3 \) is unavoidable, as the asymptotic bound holds for all time periods for \( c = 1, 2 \), but not for \( c = 3 \). The plot for \( c = 3 \) is slightly misleading, in that it appears that for some control vectors, the asymptotic bound holds. While this is true for all \( c < 8 \), it ceases to be true thereafter. The plot in Appendix I (taken with Lemma 2.6) shows that no control vector has fairness ratio at most the asymptotic bound. See Appendix C for the missing proofs and the analysis for \( c = 1 \) and \( c = 2 \).

Theorem 2.12. For all \( c > 2 \), the fairness ratio, \( \sigma^* \left( (c+1)^{-1} \right) \) for all \( c \)-control vectors and all steps \( t \) satisfies:
\[
\frac{1}{H_{c+1}} \geq \sigma^* \left( (c+1)^{-1} \right) \geq \frac{1}{H_{2c+3} - \frac{1}{2}}.
\]

Proof. We consider two cases: \( t = 1 \) and \( t > 1 \). For the former, the allocation simply is \( 1 \frac{1}{i} + \cdots + \frac{1}{j} \). For control vector \( (10^c)^\infty \) this is the first \( c + 1 \) elements of the harmonic progression. For \( t > 1 \), the total resource allocated is:
\[
\sum_{i=t}^{(t-1)(c+2)+j} \frac{1}{i} + \sum_{i=0}^{t-2} \frac{1}{t+i(c+1)+j} \leq \sum_{i=t}^{(t-1)(c+2)+c+1} \frac{1}{i} + \sum_{i=0}^{t-2} \frac{1}{t+i(c+1)}.
\]
We bound each term separately. For the term on the left, one can show that the expression is decreasing in $t$ (Lemma B.2 in Appendix B), and therefore is upper bounded by $\sum_{i=2}^{2c+3} \frac{1}{i} = H_{2c+3} - 1$. The term on the right is upper bounded by $\frac{1}{2}$ (Lemma B.3 in Appendix B). Combined, we get that the total resource allocated is at most $H_{2c+3} - \frac{1}{2}$. $H_{2c+3} - \frac{1}{2} > H_{c+1}$, for all $c \geq 2$. Furthermore, the bound of the total resource for $t = 1$, is tight. □

We show a tight asymptotic bound on the fairness ratio of SKIP as the number of agents tends to infinity.

**Theorem 1.6.** There exists a number $n_0$ such that, for all $c > 2$, all $c$-control vectors, and present agents $t > n_0$, the allocation of SKIP is $\sigma_t$-fair, where $\sigma_t = (c + 1) \left( (c + 2) \ln (c + 2) \right)^{-1}$.

**Proof.** We use the following fact about harmonic sums (Appendix A): $\sum_{x=0}^{b} \frac{1}{x} \leq \ln \left( \frac{b}{a-1} \right)$.

We bound the total allocation at step $t$, as it appears in Lemma 2.11. For the first term:

$$
\sum_{i=t}^{(t-1)(c+2)+j} \frac{1}{i} \leq \ln \left( \frac{(t-1)(c+2)+j}{t-1} \right) = \ln \left( c + 2 + \frac{j}{t-1} \right),
$$

which approaches $\ln(c + 2)$ as $t \to \infty$. For the second term:

$$
\sum_{i=0}^{t-2} \frac{1}{t+i(c+1)+j} \leq \sum_{i=0}^{t-2} \frac{1}{t+i(c+1)} = \frac{1}{c+1} \sum_{i=0}^{t-2} \frac{1}{i} = \frac{1}{c+1} \sum_{i=\frac{t}{c+1}}^{\frac{t}{c+1}+t-2} \frac{1}{i}
$$

$$
\leq \frac{1}{c+1} \ln \left( \frac{t}{c+1} + t - 2 \right) = \frac{1}{c+1} \ln \left( \frac{t+(t-2)(c+1)}{t-c-1} \right),
$$

which approaches $\frac{1}{c+1} \ln(c + 2)$ as $t \to \infty$. Combining gives a bound of $(c+1)^{-1} ((c + 2) \ln(c + 2))$ on $S^t$ as $t$ goes to infinity; the theorem follows. □

### 3 Multiple Resources

We show lower and upper bounds for the optimal fairness ratio of DDRF. In Section 4 we show a tighter upper bound for the case $d = 1$ and $r$ resources. We describe algorithms for the following cases:

1. the number of donors allowed is a multiple of the number of resources ($d = kr$), for some integer $k \geq 1$ (Appendix F),

2. $d = 1$, ($r$ is any integer),

3. one disruption is allowed for per $c + 1$ arrivals, for $c \geq 1$. 

Our algorithms use solutions to the single resource algorithms as subroutines: For each resource $\ell$, we run a copy of a single resource algorithm. Let $S\mathcal R$ be an algorithm for the single resource case (we expand shortly about the exact nature of $S\mathcal R$). When the $t$-th agent arrives with demand $D_t = (D_{t,1}, D_{t,2}, \ldots, D_{t,r})$, the $\ell$-th copy of $S\mathcal R$ is given as an input the number $D_{t,\ell} \in \{0,1\}$. If $D_{t,\ell} = 1$, $S\mathcal R$ behaves as if an agent arrived. If the number is $D_{t,\ell} = 0$, $S\mathcal R$ “ignores” it. The total amount of resource $\ell$ allocated to agent $i$ is dictated by the $\ell$-th copy. The following Lemma, whose proof is deferred to Appendix F, allows us to combine the single resource algorithms:

**Lemma 3.1.** Let $M\mathcal R$ be a multiple resource algorithm that executes a single resource algorithm $S\mathcal R$ with fairness ratio $\sigma^*$ for each resource. Then, $M\mathcal R$ is $\sigma^*$-DRF fair.

**Theorem 1.9.** The optimal fairness ratio of DDRF for $d = 1$ donors and $r \geq 2$ resources is bounded by

\[
\cdot \sigma^*(1, 2) \geq 2 (3 \ln 3)^{-1} \approx 0.6068 \\
\cdot \sigma^*(1, 3) \geq 3 (4 \ln 4)^{-1} \\
\cdot \sigma^*(1, r) \geq \left( H_{2r+1} - \frac{1}{2} \right)^{-1}, \ r > 3.
\]

**Proof.** Our algorithm for $d = 1$ will run $r$ copies of the SKIP algorithm, one for each resource, where every copy can use at least one donor for every $r$ arrivals.

The algorithm maintains a priority list $O_t$ over the copies of SKIP. Let $O_1 = (1, 2, \ldots, r)$: at step $t = 1$, the first copy has the highest priority, the second copy has the second highest, and so on. At the arrival of the $t$-th agent with demand $D_t = (D_{t,1}, D_{t,2}, \ldots, D_{t,r})$, the $\ell$-th copy of the single resource algorithm will be given as an input the number $D_{t,\ell}$ if that number is non-zero (otherwise it receives no input). All copies that received a non-zero input request a donor. Copies with no input stay idle. If there are conflicts, (two or more copies request different donors), then the copy with the highest priority in $O_t$, among those that requested a donor, is the only one allowed to use a donor, and is moved to have the lowest priority in $O_{t+1}$. The total amount of resource $\ell$ allocated to agent $i$ is dictated by the $\ell$-th copy of SKIP.

Clearly, only one donor is used per step. Therefore we only need to show that the algorithm guarantees a $\sigma^*(r^{-1})$ fraction of the DRF utility for each agent (recall that here $\sigma^*(r^{-1})$ is the fairness ratio of SKIP when one donor every $r$ arrivals is allowed). Notice that for each step that a copy requests a donor but is not allowed to use one, it moves up one spot in the priority list. A copy cannot be denied a donor more than $r - 1$ times consecutively. This implies that the $\ell$-th copy, if seen independently, behaves identically to SKIP, and therefore, by Lemma 3.1 the algorithm is $\sigma^*(r^{-1})$-DRF fair.

Using a similar approach we can show positive results for $d = (c + 1)^{-1}$. The main observation here is that each single resource subroutine cannot be denied a donor for more than $r(c+1) - 1$ steps. The upper bound on the fairness ratio is implied by the upper bound on the single resource case.

**Theorem 1.10.** The optimal fairness ratio of DDRF for $r$ resources and $(c + 1)^{-1}$ donors (1 donor per $c + 1$ arrivals) is bounded by $(H_{c+1})^{-1} \geq \sigma^*((c+1)^{-1}, r) \geq \left( H_{2r(c+1)+1} - \frac{1}{2} \right)^{-1}$.
4 Impossibility Result for $\sigma^*(1, r)$

We prove the following theorem. The complete proof is deferred Appendix G.

**Theorem 1.11.** The optimal fairness ratio of DDRF for $d = 1$ and $r \geq 2$ resources is bounded by $\sigma^*(1, r) \leq 0.6318 \ldots$

The high level of our approach to the proof of Theorem 1.11 is the following.

1. Write the optimal mixed integer program for a general number of donors $d$ and fix an input $D$ (to be described later).

2. Notice that the only integer variables are variables $Z_{t,i} \in \{0, 1\}$, encoding whether the $i$-th agent is a donor at step $t$. If we fix these variables, the remaining program is an LP. Treat these variables as constants $Z$ and consider the dual of this LP.

3. Show an algorithm that, given $Z$, outputs a feasible solution for the dual with a value of at most $\sigma^* \approx 0.6318$.

The main difficulty is showing that no matter what the adversary picks $Z$ to be, a feasible dual solution can always be constructed, such that we get the desired bound. The optimal integer program for general $d$ is:

\[
\begin{align*}
\max & \quad \sigma \\
\text{subject to:} & \quad \forall i \leq t, t \in [N] : u_t^i \geq \frac{\sigma}{DRF_t} \\
& \quad \forall r \in [R], t \in [N] : \sum_{i=1}^{t} u_t^i r D_{t,r} \leq 1, \\
& \quad \forall i, t \in [N] : u_t^i - u_t^{i-1} \leq 1 - Z_{t,i}, \\
& \quad Z_{t,i} \in \{0, 1\}
\end{align*}
\]

Fixing our integer variables $Z_{t,i}$ and taking the dual for the resulting linear program gives:

\[
\begin{align*}
\min & \quad \sum_{t,r} f(t, r) + \sum_{t,i} x(t, i) (1 - Z_{t,i}) + \sum_{t,i} y(t, i) Z_{t,i} \\
\text{subject to} & \quad \sum_{t,i} l(t, i) \geq 1 \\
& \quad \forall t \in [N-1], i \in [t] : \sum_r D_{t,r} f(t, r) + x(t, i) - x(t+1, i) + y(t+1, i) - y(t, i) \geq \frac{1}{DRF_t} l(t, i) \\
& \quad \forall i \in [N] : \sum_r D_{i,r} f(N, r) + x(N, i) - y(N, i) \geq \frac{1}{DRF_N} l(N, i)
\end{align*}
\]
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A Number Theory Facts

Fact A.1.

\[ H_n \geq \ln n + \gamma', \quad (1) \]
\[ H_n \leq \ln n + \gamma' + \frac{1}{2n}, \quad (2) \]

It is easy to derive the following:

Lemma A.2. [16] For natural numbers \( b > a > 1 \),

\[ \ln(b) - \ln(a - 1) - \frac{1}{2a - 2} \leq \sum_{x=a}^{b} \frac{1}{x} \leq \ln(b) - \ln(a - 1). \]

B Missing Proofs from Section 2

B.1 Proof of Lemma 2.7

Lemma 2.7. \( X(\psi_1^N, t) \succeq X(\psi_t^N, t) \) for all \( t = t^*_i \) (mod \( c + 1 \)).

Proof. If \( t < t^*_i \), the Lemma holds trivially. We prove the case \( t \geq t^*_i \) by induction on \( t \). For the base case, denote \( X(\psi_1, t^*_i - 1) = X(\psi_{i+1}, t^*_i - 1) = (a_1, a_2, \ldots, a_{t^*_i - 1}). \)

Then

\[ X(\psi_1^N, t^*_i) = (a_1, a_2, \ldots, a_{t^*_i - 2}, a_{t^*_i - 1}, \sigma/t^*_i), \]
\[ X(\psi_{i+1}^N, t^*_i) = (a_2, a_3, \ldots, a_{t^*_i - 1}, \sigma/t^*_i, \sigma/t^*_i). \]

Noticing that \( X(\psi_1, t^*_i - 1) \) is sorted (hence \( a_\ell \geq a_{\ell+1} \) for all \( \ell \)), and \( a_{t^*_i - 1} = \frac{\sigma}{t^*_i} > \frac{\sigma}{t^*_i} \) completes the proof of the base case.

For the inductive step, let \( X(\psi_1^N, t) = (a_1, a_2, \ldots, a_t) \) and \( X(\psi_{i+1}^N, t) = (b_1, b_2, \ldots, b_t) \). Since \( t = t^*_i \) (mod \( c + 1 \)), we know that \( \psi_1^N[t + j] = 0 \), for all \( 0 \leq j \leq c - 1 \), \( \psi_1^N[t + c] = 1 \) and
\( \psi_{i+1}^N[t+j] = 0 \) for \( j \neq 1 \) (mod \( c+1 \)). \( p \) is the distance of \( t^*_i \) to the previous 1. \( p' = (c+1-p) \).
(In Example 2.5, \( \psi_7^N, p = 2 \).)

\[
X(\psi_i^N, t) = (a_1, \ldots, a_{t-1}, a_t), \\
X(\psi_i^N, t+p) = (a_2, \ldots, a_t, \sigma \frac{t}{t+1} \rightarrow (p-1), \frac{\sigma}{t+p}, \frac{\sigma}{t+p}), \\
X(\psi_i^N, t+c+1) = (a_2, \ldots, a_t, \sigma \frac{t}{t+1} \rightarrow (p-1), \frac{\sigma}{t+p}, \frac{\sigma}{t+p}, \frac{\sigma}{t+p+1} \rightarrow (c-p)).
\]

and

\[
X(\psi_{i+1}^N, t) = (b_1, \ldots, b_{t-1}, b_t), \\
X(\psi_{i+1}^N, t+c+1) = (b_2, \ldots, b_t, \sigma \frac{t}{t+1} \rightarrow (c-1), \frac{\sigma}{t+c}, \frac{\sigma}{t+c+1}, \frac{\sigma}{t+c}).
\]

The inductive step holds, as \( a_\ell \geq b_\ell \) for all \( \ell \).

\[\square\]

B.2 Proof of Lemma 2.8

Lemma 2.8. For all \( t \neq t^*_i \) (mod \( c+1 \), \( t^*_i \leq t \leq t_{max} \), it holds that \( \text{BANK}(\psi_{i+1}^N, t) \geq \sum_{j=1}^{c} \frac{\sigma}{t+j} \).

Proof. Recall that \( p' \) is the distance from \( t \) to the next 1. It must be that \( \text{BANK}(\psi_i^N, t+p') \geq \sum_{j=1}^{c} \frac{\sigma}{t+j+p'} \), as the \( c \) entries following the next 1 in \( \psi_i^N \) are 0. Therefore it suffices to prove that

\[
S(\psi_i^N, t+p') - S(\psi_{i+1}^N, t) \geq \sum_{j=1}^{c} \frac{\sigma}{t+j} - \sum_{j=1}^{c} \frac{\sigma}{t+j+p'}
\]

\[
= \sum_{j=1}^{p'} \frac{\sigma}{t+j} - \sum_{j=c-p'+1}^{c} \frac{\sigma}{t+j+p'}.
\]

Some simple arithmetic shows that

\[
(S(\psi_i^N, t+p') - S(\psi_{i+1}^N, t)) = \sum_{j=1}^{p'} \frac{1}{t+j}
\]

\[
+ \left( \frac{1}{t_i^*+p'} + \frac{1}{t_i^*+c+1+p'} + \cdots + \frac{1}{t+p'} \right)
\]

\[
+ \left( \frac{1}{t_i^*} + \frac{1}{t_i^*+c+1} + \frac{1}{t_i^*+2(c+1)} + \cdots + \frac{1}{t} \right).
\]
We show that this is at least \( \sum_{j=1}^{p'} \frac{\sigma}{t+j} - \sum_{j=c-p'+1}^{c} \frac{\sigma}{t+j+p'}, \) or equivalently, that

\[
\sum_{j=c-p'+1}^{c} \frac{1}{t+j+p'} + \left( \frac{1}{t_i^*+p'} + \frac{1}{t_i^* + c + 1 + p'} + \cdots + \frac{1}{t + p'} \right) - \left( \frac{1}{t_i^* + c + 1} + \frac{1}{t_i^* + 2(c+1)} + \cdots + \frac{1}{t} \right) \geq 0.
\]

It is easily verifiable that the LHS is decreasing in \( t \) in this range \( t_i^* \leq t \leq t_{max} \), therefore its suffices to prove the inequality for \( t = t_{max} \). Let

\[
f(t_i^*) = \left( \frac{1}{t_{max} + c + 1} + \frac{1}{t_{max} + c + 2} + \cdots + \frac{1}{t_{max} + c + p'} \right) + \left( \frac{1}{t_{i}^* + p'} + \frac{1}{t_{i}^* + c + 1 + p'} + \cdots + \frac{1}{t_{max} + p'} \right) + \left( \frac{1}{t_{i}^* + c + 1} + \frac{1}{t_{i}^* + 2(c+1)} + \cdots + \frac{1}{t_{max}} \right).
\]

Consider \( f(t_i^* + c + 1) - f(t_i^*) \). We prove that \( f(t_i^* + c + 1) - f(t_i^*) \leq 0 \), for all \( t_i^* \) and \( c \) in Lemma B.1. Given this inequality holds, it remains to show that \( f(t_i^*) \) is non-negative in the limit. We can re-write the function as:

\[
f(t_i^*) = \sum_{j=1}^{p'} \frac{1}{t_{max} + j} + \frac{1}{c+1} \sum_{j=0}^{t_i^*+p'-c-3} \frac{1}{t_i^*+p'+j} + \frac{1}{c+1} \sum_{j=0}^{t_i^*+p'-c-3} \frac{1}{t_i^*+c+1+j} = \frac{1}{c+1} \left( \sum_{j=(t_i^*+p')/(c+1)}^{(c+2)(t_i^*+p')/(c+1)-1} \frac{1}{j} - \sum_{j=t_i^*/(c+1)}^{(c+2)(t_i^*+p')/(c+1)-1} \frac{1}{j} \right) + \sum_{j=(c+2)(t_i^*+p')/(c+1)}^{(c+2)(t_i^*+p')/(c+1)+p'} \frac{1}{j}.
\]

Applying the approximations for the Harmonic number from Appendix A and taking the limit as \( t_i^* \) goes to infinity completes the proof.

**Lemma B.1.** \( f(t_i^* + c + 1) - f(t_i^*) \leq 0 \), for all \( t_i^* \) and \( c \).

**Proof.** Set \( t_{max} = (c+2)t_i^* + (c+1)(p'-c-3) \) (this is the \( t_{max} \) w.r.t. \( t_i^* \)) and \( t_{max}' = (c+2)(t_i^*+c+1) + (c+1)(p' - c - 3) = t_{max} + (c+1)(c+2) \) (this is w.r.t. \( t_i^* + c + 1 \)). We have that:

\[
f(t_i^* + c + 1) - f(t_i^*) = \left( \frac{1}{t_{max} + (c+1)(c+2) + c + 1} + \cdots + \frac{1}{t_{max} + (c+1)(c+2) + c + p'} \right) - \left( \frac{1}{t_i^* + c + 1} + \frac{1}{t_i^* + 2(c+1) + p'} + \cdots + \frac{1}{t_{max} + (c+1)(c+2) + p'} \right) - \left( \frac{1}{t_i^* + c + 1} + \frac{1}{t_i^* + 2(c+1) + p'} + \cdots + \frac{1}{t_{max} + c + p'} \right) - \left( \frac{1}{t_i^* + p'} + \frac{1}{t_i^* + c + 1 + p'} + \cdots + \frac{1}{t_{max} + p'} \right) + \left( \frac{1}{t_i^* + c + 1} + \frac{1}{t_i^* + 2(c+1) + p'} + \cdots + \frac{1}{t_{max}} \right).
\]
This can be re-written as:

\[
f(t_i^* + c + 1) - f(t_i^*) = \sum_{j=1}^{p'} \left( \frac{1}{t_{\max} + (c+1)(c+2) + c + j} - \frac{1}{t_{\max} + c + j} \right) \\
+ \left( \sum_{j=1}^{c+2} \frac{1}{t_{\max} + (c+1)j + p'} \right) - \frac{1}{t_i^* + p'} \\
- \left( \sum_{j=1}^{c+2} \frac{1}{t_{\max} + (c+1)j} \right) + \frac{1}{t_i^*}
\]

\[
= \frac{p'}{t_i^*(t_i^* + p')} - \sum_{j=1}^{c+2} \left( \frac{p'}{t_{\max} + (c+1)j + p'} \right) \left( \frac{p'}{t_{\max} + (c+1)j + p'} \right)
\]

\[
- \sum_{j=1}^{p'} \frac{(c+1)(c+2)}{t_{\max} + (c+1)(c+2) + c + j} \left( \frac{p'}{t_{\max} + (c+1)(c+2) + c + j} \right)
\]

\[
\leq \frac{p'}{t_i^*(t_i^* + p')} - \sum_{j=1}^{p'} \frac{(c+1)(c+2)}{t_{\max} + (c+1)(c+2) + c + j} \left( \frac{p'}{t_{\max} + (c+1)(c+2) + c + j} \right)
\]

\[
\leq \frac{p'}{t_i^*(t_i^* + p')} - \frac{(c+2)p'}{p'(c+1)(c+2)}
\]

The expression above is equal to:

\[
f(t_i^* + c + 1) - f(t_i^*) \leq \frac{1}{-1 + (2 + c)p + (c + 2)t} + \frac{1}{3 + c^2 - 2p - 2t - c(-3 + p + t)}
\]

\[
\frac{((c+1)(1 - 3p - 4t + c(-1 + p + t)^2 + 2(p + t)^2))}{(t(t+p)(-1 + p + 2t + c(-1 + p + t))(-1 + 2p + 2t + c(-1 + p + t)))}
\]

This is easily verified by computer to be non-positive.

Lemma B.2. The function

\[
f(t) = \sum_{i=t}^{(t-1)(c+2)+c+1} \frac{1}{i}
\]

is monotone decreasing in \(t\), for integer values of \(t\) and integer \(c > 0\).
Proof.

\[ f(t) - f(t + 1) = \sum_{i=t}^{(t-1)(c+2)+c+1} \frac{1}{i} - \sum_{i=t+1}^{t(c+2)+c+1} \frac{1}{i} \]
\[ = \frac{1}{t} - \sum_{i=t(c+2)}^{t(c+2)+c+1} \frac{1}{i} \]
\[ > \frac{1}{t} - (c + 2) \frac{1}{t(c + 2)} = 0 \]

Lemma B.3. For integer \( c > 1 \) and integer \( t \geq 2 \),

\[ \sum_{i=0}^{t-2} \frac{1}{i + i(c + 1)} \leq 1/2. \]

Proof. It suffices to prove the Lemma for \( c = 2 \), as the sum decreases as \( c \) increases.

\[ \sum_{i=0}^{t-2} \frac{1}{i + 3i} = \frac{1}{t} + \sum_{i=1}^{t-2} \frac{1}{t + 3i} \]
\[ \leq \frac{1}{t} + \int_{0}^{t-2} \frac{1}{t + 3x} \, dx \]
\[ = \frac{1}{t} + \frac{1}{3} \ln(4 - 6/t) \]
\[ \leq \frac{1}{t} + \frac{1}{3} \ln 4 \]
\[ \leq 1/2, \]

for \( t \geq 27 \). It is easy to computationally verify the Lemma holds for smaller \( t \).

C The Fairness ratio of CDFD for \( c = 1 \) and \( c = 2 \)

We prove the following.

Theorem 1.5. The optimal fairness ratio of CDFD for any \( c \) control vector for \( c = 1 \) and \( c = 2 \) are

\[ \sigma^* \left( (2)^{-1} \right) = 2 \left( 3 \ln 3 \right)^{-1} \text{ and} \]
\[ \sigma^* \left( (3)^{-1} \right) = 3 \left( 4 \ln 4 \right)^{-1} \]

respectively.

For \( c = 1 \), there are two basic control vectors: \((1, 0, 1, 0, \ldots)\) and \((0, 1, 0, 1, \ldots)\). For \( c = 2 \), there are three basic control vectors (Example 2.2). We prove the bound in Theorem 1.5 for each basic control vector separately. The theorem then follows from Lemma 2.6. Here we only present the proof for one of the two control vectors. We omit the proof for the latter control vector as it is virtually identical. Furthermore, we only present the proof for \( c = 1 \); the proof for \( c = 2 \) is by similar (slightly more involved) case analysis.
Table 3: Allocations for the first 6 steps of SKIP with basic 1-control vectors, with the sums of the allocations all given with the same denominator for easier comparison.

Lemma C.1. The allocations created by SKIP, with basic control vector $\psi^1 = (0, 1, \ldots)$ (from step 6 onward) are

1. On steps $t = 0 \pmod{6}$: $\sigma \left( \frac{t}{3} \right) + T$, $\sigma$, $\sigma$.
2. On steps $t = 2 \pmod{6}$: $\left( \frac{\sigma \left( \frac{t+1}{3} \right) + T}{3} \right)$, $\sigma$, $\sigma$.
3. On steps $t = 4 \pmod{6}$: $\left( \frac{\sigma \left( \frac{t+2}{3} \right) + T}{3} \right)$, $\sigma$, $\sigma$.

On odd steps, add $\frac{\sigma}{T}$ to the previous step (note the denominators have “changed” relative to the new step).

Proof. The proof is by induction on the round number. The base case (step 6) appears in Table 3. The move from even to odd steps is immediate, as there is no donor. Because only the agent with the highest utility has her allocation decreased, it is easy to verify the transition from odd to even steps, by renaming the denominators.

In order to compute the optimal fairness ratio achieved by SKIP on $\psi^1$, we bound the sum of allocations at odd steps, as each odd step uses strictly more resources than the previous even step.

We bound the size of $\text{BANK}(\psi^1, t)$, noting for all $t > 0$, $\text{BANK}(\psi^1, t) < 1$. On odd steps, we take $\frac{\sigma}{T}$ from the bank. On all even steps except the second and fourth, we return some resource to the bank. (Note that to be able to reach step 5, we need $\frac{23\sigma}{15}$ in the bank; this immediately implies that $\sigma \leq \frac{15}{23}$.) First, we show that the resource allocated monotonically increases, when we look at it through a slightly wider lens:

Lemma C.2. The total resource allocated by SKIP($\psi^1$) in steps $t = 5 \pmod{6}$ is (strictly) monotone increasing.

Proof. It is easy to verify the following, from Lemma C.1:

1. On step $\tau$, we give $\sigma \left( \frac{\tau}{3} - \frac{2}{T} \right)$ to the bank.
2. On step $\tau + 2$, we give $\sigma \left( \frac{1}{\tau + 3} - \frac{2}{\tau + 2} \right) = \frac{\sigma \tau}{(\tau+2)(\tau+3)}$
3. On step \( \tau + 4 \), we return \( \sigma \left( \frac{1}{\tau/3+2} - \frac{2}{\tau+4} \right) = \frac{\sigma \tau}{(\tau+4)(\tau+6)} \).

On steps \( \tau + 1, \tau + 3, \tau + 5 \), we take \( \frac{\sigma}{\tau+1}, \frac{\sigma}{\tau+3}, \frac{\sigma}{\tau+5} \) respectively. It is easy to verify (by simple calculus), that for \( \tau \geq 6 \), the sum of what we take over these 6 steps is greater than the sum of what we give. The proof follows.

We now complete the proof of Theorem 1.5 (for the control vector \((1, 0, 1, 0, \ldots)\)).

*Sketch of proof of Theorem 1.5.* From Proposition C.2, the amount of resource allocated increases; therefore we only need to make sure the algorithm doesn’t over allocate when \( t \) goes to infinity. We analyze the case when the allocation is larger than all previous allocations, \( t = 5 \) (mod 6). At time \( t = 0 \) (mod 6), the total resource allocated is

\[
\sigma \left( 2 \sum_{i=1}^{t/3} \frac{1}{t/3 + 2i} + \sum_{i=1}^{t/3} \frac{1}{t/3 + 2i + 1} \right) \approx \sigma \left( \frac{3}{2} \sum_{i=t/3}^{t} \frac{1}{i} \right) \approx \frac{3 \ln 3}{2}.
\]

It must hold that \( \sigma \frac{3 \ln 3}{2} \leq 1 \), and the allocations at times \( t = 0 \) (mod 6) and \( t = 5 \) (mod 6) are asymptotically the same. The theorem follows.

\[\square\]

### D Accommodating Departures

In Section 2 we described the input to CDFD as a \( c \)-control vector \( \psi \). This was sufficient in the “arrivals-only” model, but when allowing for departures of agents the situation can get more complex; the optimal fairness ratio could in theory depend on a number of parameters, for example who the departing agent is. In this subsection we prove that this is not the case.

The problem now is the following: we are given a \( c \)-control vector \( \psi \). Agents arrive and depart arbitrarily. If \( \psi[t] = 1 \) the algorithm is allowed to use a donor when there are \( t - 1 \) agents in the system and a new one arrives. This could happen multiple times. Call this the *arrivals-departures model*. We prove that the fairness ratio of SKIP for a given control vector \( \psi \) is the same as when agents are not allowed to depart.

**Theorem D.1.** The optimal fairness ratio \( \sigma^* (\psi) \) of SKIP with input \( \psi \) is the same in the arrivals-departures model as in the arrivals-only model.

**Proof.** Let \( X^t \) and \( X^{t+1} \) be the (sorted) allocations of SKIP for a given vector \( \psi \). It suffices to show that even when an arbitrary agent from \( X^{t+1} \) departs, it is possible to distribute her share in a way that the sorted allocation is \( X^t \). If \( \psi'[t+1] = 0 \), this is trivial; we focus on the case that \( \psi'[t+1] = 1 \), i.e., the agent with the highest utility at step \( t \) was a donor. The two allocations we consider are

\[
X^t = (a_1, a_2, \ldots, a_t) \quad \text{and} \quad X^{t+1} = (a_2, a_3, \ldots, a_t, \sigma_{t+1}, \sigma_{t+1}).
\]

Assume that one of the last two agents, with a \( \sigma_{t+1} \) share, departs. Since both \( X^t \) and \( X^{t+1} \) are feasible, \( a_1 - 2 \sigma_{t+1} \) is equal to the difference \( \text{BANK}^{t+1} - \text{BANK}^t \). Therefore, there must be a way to combine the departing agent’s share \( \sigma_{t+1} \), with the other share equal to \( \sigma_{t+1} \), and the unallocated amount \( \text{BANK}^{t+1} \), to get \( a_1 \). Assume for contradiction this is not the case; then \( a_1 > 2 \sigma_{t+1} + \text{BANK}^{t+1} \), which implies that \( a_1 - 2 \sigma_{t+1} > \text{BANK}^{t+1} \). The LHS is equal to \( \text{BANK}^{t+1} - \text{BANK}^t \). Combining gives \( \text{BANK}^t < 0 \), a contradiction.
If the departing agent is some agent \( j \in [2, t - 1] \), we can do the following: allocate the difference \( a_j - \sigma_{t+1} \) (which is positive since the allocation is sorted) to one of the last two agents. The amount left to distribute is exactly \( \frac{\sigma_t}{2} \); we’ve already shown this is sufficient to increase the share of the other of the last two agents to \( a_1 \).

E  \( GDFD \) is \( NP \)-hard

In this section we prove Theorem 1.7.

Theorem 1.7. \( GDFD \) is \( NP \)-hard, even for 2 resources, 1 donor, binary demand vectors, and clairvoyant algorithms.

We show a reduction from the Bounded Partition Problem (BPP): we are given a set \( S = \{a_1, \ldots, a_{2n}\} \) of rational numbers, \( a_i \in (\alpha, \beta) \). The goal is to partition \( S \) into two subsets of equal size, such that the sums of the numbers in each subset are equal. This problem is \( NP \)-hard for any \( \beta > \alpha \). Assume w.l.o.g. that \( a_1, \ldots, a_{2n} \) are non-decreasing.

In order to make the construction cleaner, and w.l.o.g., allow resources to have capacity more than 1. We reduce BPP to the following instance of \( GDFD \) with 2 resources of capacity \( \frac{3}{2} \sum_{i=1}^{2n} a_i \) each, 1 donor, and

- 4n agents: the first \( n \) have a demand vector \([0, 1]\), the next \( n \) have a demand vector \([1, 0]\), and the last \( 2n \) agents have a demand vector \([1, 1]\),
- \( U = (1, \ldots, 1, a_{2n}) \) \((4n - 1 \text{ "}1\text{" s, followed by } a_{2n})\), and
- \( L = (1, \ldots, 1, a_{2n}, a_{2n-1}, \ldots, a_1) \) \((2n \text{ "}1\text{" s, followed by } a_{2n}, \ldots, a_1)\).

The key observation is that up to step \( 2n \), the first \( 2n \) agents must have utility 1, but at step \( 4n \) they all must have utility less than or equal to \( a_{2n} \), and thus each one of them must be a donor exactly once. Therefore, the utility of an agent \( i \), for \( i > 2n \), never changes, is at least \( a_{4n-i+1} \), and it contributes that amount to each of the two resources. Picking a \([1, 0]\) or a \([0, 1]\) agent as a donor for that step is equivalent to deciding in which partition the number \( a_{4n-i+1} \) belongs.

We need to show that there is a satisfying allocation if and only if there is a partition.

Observation E.1. The following must hold:

1. The utilities of all agents up to time \( 2n \) must be exactly 1.
2. Since \( a_{2n} < 1 \), in order to meet the final upper bound \( U(4n) = a_{2n} \), each of the first \( 2n \) agents must be a donor at least once. But since there are only \( 2n \) time steps, each of the first \( 2n \) agents must be a donor exactly once.
3. None of the last \( 2n \) agents can be donors.

Let \( x_1, \ldots, x_{2n} \) denote the final utilities of the first \( 2n \) agents, and let \( z_1, \ldots, z_{2n} \) denote the final utilities of the last \( 2n \) agents (in reverse order). Consider how these utilities evolve, starting from step \( 2n \). Notice that, by Observation E.1, the values of the last \( 2n \) agents do not change once they are set, and the values of the first \( 2n \) agents are initially set to 1 (at time \( 2n \)), and then change once.
Therefore, if the lower bounds \( L \) are satisfied, \( z_i \geq a_i \) for all \( i \in [2n] \), and there is some permutation \( \pi \) of \( X = \{x_1, \ldots, x_{2n}\} \) such that \( \pi(x_i) \geq a_i \) for all \( i \in 2n \). Note that each \([1, 1]\) contributes twice its utility to the total resource allocated. Hence, the total allocated resource is:

\[
\sum_{i=1}^{2n} x_i + 2z_i = \sum_{i=1}^{2n} \pi(x_i) + 2z_i \geq \sum_{i=1}^{2n} 3a_i.
\]

As this is exactly the total available resource, equality must hold everywhere; that is, for all \( i \in [2n] \), \( z_i = \pi(x_i) = a_i \). For each of the two resources, the amount allocated to the last \( 2n \) agents is \( \sum_{i=1}^{2n} a_i \), hence \( \frac{1}{2} \sum a_i \) of each resource is allocated to the first \( 2n \) agents; hence there is a partition of the numbers \( a_1, \ldots, a_{2n} \) into equal sized subsets such that the sum of elements of each subset is \( \frac{1}{2} \sum a_i \), as required.

To verify that a partition implies a good allocation, we need to verify that

1. \( U \) and \( L \) are not violated.
2. The capacity of the resources is never exceeded.

The first requirement is immediate from the allocation process described above; as the final allocation satisfies the capacity bound, the following Lemma suffices to prove the second.

**Lemma E.2.** The allocation of each resource is monotone non-decreasing.

**Proof.** There are no donors in the first \( 2n \) rounds, therefore it suffices to look at the final \( 2n \) rounds (which we now label \( 1, \ldots, 2n \)). We have verified that in each of these rounds, an agent with demand \([1, 1]\) arrives, and either \([1, 0]\) or \([0, 1]\) is the donor. An agent with demand \([1, 1]\) arrives at round \( i \in [2n] \). Assume w.l.o.g. that the donor is \([1, 0]\). The amount allocated of the second resource increases by \( a_i > 0 \), and of the first decreases by \( 1 - a_i \), and increases by \( a_i \), for a total increase of \( 2a_i - 1 > 0 \), as \( a_i > 0.5 \).

## F Proofs missing from Section 3

### F.1 Proof of Lemma 3.1

**Proof.** The \( DRF \) allocation at step \( t \) is:

\[
DRF_{\text{DP}} = \left( \max_{t=1,\ldots,r} \left\{ \sum_{j=1}^{t} D_{j,l}^t \right\} \right)^{-1},
\]

where \( D_{j,l}^t \) is the demand for the \( l \)-th resource by agent \( j \).

Notice that the amount of resource \( l \) agent \( i \) has at step \( t \) is at least \( \sigma^* \frac{D_{i,l}^t}{\sum_{j=1}^{t} D_{j,l}^t} \geq \sigma^* \cdot D_{i,l} \cdot DRF_t \), since the \( l \)-th copy of the single resource algorithm has received as input the numbers \( \{D_{1,l}, \ldots, D_{t,l}\} \) by step \( t \), and their sum is exactly the number of agents that demand resource \( l \). The utility of agent \( i \) for a vector of resources \( v = (v_1, \ldots, v_r) \) is

\[
\min_{l=1,\ldots,r} \left\{ \frac{v_l}{D_{i,l}} \right\}.
\]

Therefore, for the vector of resources

\[
(\sigma^*_1 \cdot D_{i,1} \cdot DRF_t, \ldots, \sigma^*_r \cdot D_{i,r} \cdot DRF_t) = \sigma^* DRF_t \cdot (D_{i,1}, \ldots, D_{i,r}).
\]

The fairness ratio is therefore \( \sigma^* \cdot DRF_t \).
F.2 Theorem 1.8

Theorem 1.8. The optimal fairness ratio of DDVF for \( d = kr \) donors and \( r \) resources is bounded by

\[
\left( (kr + 1) \ln \left( \frac{kr + 1}{kr} \right) \right)^{-1} \geq \sigma^* (kr, r) \geq \left( (k + 1) \ln \left( \frac{k + 1}{k} \right) \right)^{-1}
\]

Proof. For the upper bound, notice that \( \sigma^* (kr, r) \leq \sigma^* (kr, 1) \leq \left( (kr + 1) \ln \left( \frac{kr + 1}{kr} \right) \right)^{-1} \). For the lower bound, our algorithm for \( d = kr \) runs \( r \) copies of the optimal single resource algorithm from [16]\(^7\), one for each resource, where every copy is allowed to use at most \( k \) donors per arrival. The total number of donors is \( d = kr \), and by Lemma 3.1 the algorithm guarantees a \( \sigma_k^* \) fraction of the DDVF utility for each agent.

G Proofs missing from Section 4

G.1 A Feasible Dual Solution

Let \( \hat{Z} \) be an \( 4n \) by \( 4n \) lower triangular matrix such that \( \hat{Z}_{t,i} = DRF_i \) if and only if \( Z_{t,i} = 1 \), and \( Z_{t',i} = 0 \) for all \( t' > t \). In other words, \( \hat{Z}_{t,i} = DRF_i \) if \( t \) is the last time agent \( i \) becomes a donor. If agent \( i \) is never a donor, then we let \( \hat{Z}_{i,i} = DRF_i \).

Let \( s_1 \) be the sum of all elements in the first \( n \) columns of \( \hat{Z} \), \( s_2 \) the sum of all elements in the next \( n \) columns of \( \hat{Z} \), and \( s_3 \) the sum of all elements in the last \( 2n \) columns. We say that a column \( i \) is valid if \( i > 2n \), or \( i \in [1, n] \) and \( s_1 > s_2 \), or \( i \in [n + 1, 2n] \) and \( s_2 > s_1 \). Finally, let \( \sigma = \frac{1}{\max\{s_1, s_2\} + s_3} \).

Our dual solution for a given choice of \( Z \) is as follows:

- \( x(t, i) = 0, \forall t, i, \) and \( f(t, r) = 0, \forall t \leq N - 1, r \in \{1, 2\} \).
- \( f(N, 1) = \sigma \) if \( s_1 \geq s_2 \), and zero otherwise. \( f(N, 2) = \sigma \) if \( s_1 > s_2 \), and zero otherwise.
- \( y(t, i) = \sigma \), for all \( t > t' \), where \( t' \) is such that \( \hat{Z}_{t',i} \neq 0 \), and \( i \) is valid. \( y(t, i) = 0 \) everywhere else. In other words, \( y(t, i) \) is \( \sigma \) from the time after \( i \) was a donor for the last time, but only for \( i \) that is valid. Notice that this makes \( y(t, i) \cdot Z_{t,i} = 0 \) everywhere.
- \( l(t, i) = \sigma \cdot DRF_i \) if and only if \( \hat{Z}_{t,i} \neq 0 \), and \( i \) is valid.

See Appendix H for an example.

Lemma G.1. The solution described above is feasible for all \( Z \) and \( n \), and the value of the objective is \( \sigma \).

Proof. \hspace{1em} \textbf{Objective:} Notice that \( x(t, i) = y(t, i) \hat{Z}_{t,i} = 0 \), for all \( t, i \), therefore the objective is simply \( \sum_r f(N, r) \). At most one of \( f(N, r) \) can be non-zero, with a value of \( \sigma \).

\textbf{First line of constraints:}

\[
\sum_{t,i} l(t, i) = \sigma \left( \sum_{t,i \text{ valid}} \hat{Z}_{t,i} \right) = \sigma (\max\{s_1, s_2\} + s_3) = 1.
\]

\( ^7 \)Alternatively, we can use KIP with the appropriate inputs.
- **Second line of constraints:**
  
  These constraints reduce to \( y(t + 1, i) - y(t, i) \geq \frac{1}{\text{DRF}_t} l(t, i) \). \( l(t, i) \) is non-zero only when \( \tilde{Z}_{t,i} \) is non-zero and \( i \) is valid, in which case, \( y(t, i) = 0 \), but \( y(t + 1, i) = \sigma \), therefore the constraint is satisfied. When \( l(t, i) \) is zero, either both \( y(t, i) \), \( y(t + 1, i) \) are zero, or both are equal to \( \sigma \), therefore the constraint is again satisfied.

- **Third line of constraints:**
  
  These constraints reduce to \( \sum_r f(N, r) - y(N, i) = \sigma - y(N, i) \geq \frac{1}{\text{DRF}_N} l(N, i) \). \( l(N, i) \) is non-zero only when \( \tilde{Z}_{t,i} \) is non-zero and \( i \) is valid, in which case \( y(N, i) = 0 \), and therefore the constraint is satisfied. If \( l(N, i) = 0 \), then notice that the RHS is zero, and \( y(N, i) \leq \sigma \), therefore the constraint is again satisfied.

\[ \Box \]

**Bounding \( \sigma \)**

We now show that no matter how \( Z \) is chosen, \( \sigma \) is at most 0.6318 \ldots Therefore, in order to maximize \( \sigma \), an adversary that picks \( Z \) needs to minimize \( \max\{s_1, s_2\} + s_3 \).

Every choice of \( Z \) yields \( \tilde{Z} \) in a unique way, with all non zero \( \tilde{Z}_{t,i} \) taking certain values that depend on \( \text{DRF} \).

Define \( D \) as follows: \( n \) \([0,1] \)'s followed by \( n \) \([1,0] \)'s, followed by a series of \( 2n \) \([1,1] \)'s This input has: \( \text{DRF}_t = \frac{1}{t} \) for \( t = 1, \ldots, n \), \( \text{DRF}_t = \frac{1}{n} \) for \( t = n + 1, \ldots, 2n \), and \( \text{DRF}_t = \frac{1}{t-n} \) for \( t = 2n + 1, \ldots, 4n \). Instead of bounding the minimum (\( \max\{s_1, s_2\} + s_3 \)), we bound the minimum (\( \frac{s_1 + s_2}{2} + s_3 \)). Notice that this value is only smaller, therefore our bound for \( \sigma \) is worse. Minimizing (\( \frac{s_1 + s_2}{2} + s_3 \)) is equivalent to the following game:

We have an ordered set of \( 4n \) numbers \( A \), where \( A_t = \text{DRF}_t \) as described above. We also have a set of \( 4n - 1 \) numbers \( B = A \setminus \{1\} \). Replace numbers in \( A \) with numbers in \( B \), using each number in \( B \) at most once, to obtain \( \hat{A} \). \( s_1 \) is the sum of the first \( n \) elements of \( \hat{A} \), \( s_2 \) the sum of the next \( n \) elements, and \( s_3 \) the sum of the last \( 2n \) elements. Associate each number \( A_i \in A \) with a weight \( w_i \), which is \( \frac{1}{2} \) if \( i \leq 2n \), and 1 otherwise. Our objective is to minimize the weighted sum \( \sum_{i=1}^{4n} w_i A_i \). We show a strategy for this game that has value 1.58258. This gives \( \sigma \approx 0.6318 \).

**Example G.2.** For \( n = 2 \), we have

\[ B = \{1/2, 1/2, 1/2, 1/3, 1/4, 1/5, 1/6\}. \]

A possible way to change \( A \) into \( \hat{A} \) is the following (numbers that were not replaced are in bold):

| \( w \) | 1/2 | 1/2 | 1/2 | 1/2 | 1 | 1 | 1 |
| \( A \) | 1 | 1/2 | 1/2 | 1/2 | 1/3 | 1/4 | 1/5 | 1/6 |
| \( \hat{A} \) | 1/5 | 1/4 | 1/6 | 1/3 | 1/4 | 1/5 | 1/6 |

The sum of the first \( n = 2 \) elements of \( \hat{A} \) is \( 1/3 + 1/6 = 0.45 \), the sum of the next \( n \) elements is \( 1/3 + 1/4 + 1/5 + 1/6 = 0.5 \), and the sum of the last \( 2n \) elements is \( 1/3 + 1/4 + 1/5 + 1/6 = 0.95 \). The tight bound is \( \max\{0.45, 0.5\} + 0.95 = 1.45 \). The value of the game, i.e., the weighted sum of \( \hat{A} \), \( s_1 + s_2 + s_3 \), is 1.425.
Observation G.3. In the optimal solution, $\hat{A}_i \leq \frac{1}{n}$, for all $i$.

Notice that if all the weights are the same, the problem is trivial: greedily replace the largest number in $A$ with the smallest number in $B$, until the largest number in $A$ is smaller than the smallest available number in $B$.

In order to minimize the weighted sum of $A$ by replacing numbers in $A$ with numbers in $B$, observe the following: for each pair of numbers $A_i, A_j \in A$, with $w_i < w_j$, we can find a number $x_{i,j}$, such that replacing $A_i$ with a number $x \geq x_{i,j}$ gives a smaller or equal weighted sum than replacing $A_j$ with $x_{i,j}$, and $x_{i,j}$ is the smallest such number. Therefore, $x_{i,j}$ is the solution to $A_i w_i + w_j x \geq w_j A_j + w_i x$, which is $x_{i,j} = \frac{w_i A_i - w_j A_j}{w_j - w_i}$. If $w_i = w_j$ then it is better to replace the smaller of the two.

The following Lemma is immediate:

Lemma G.4. In the optimal solution: (1) all $i \geq 3n$ are never replaced, and (2) all $i \leq \frac{n}{2}$ are always replaced.

Proof. We show that if for $i \geq 3n$, i.e., $A_i \leq \frac{1}{2n}$ and $w_i = 1$, then $x_{j,i} \leq 0$, for all $j \leq 2n$ ($w_j = \frac{1}{2}$). This implies that for all positive numbers $x$, replacing $A_j$ with $x$ is better than replacing $A_i$ with $x$. It suffices to consider the maximum reasonable value that $A_j$ can take, which is $\frac{1}{n}$ (Observation G.3).

By replacing $w_i = 1$, $A_j \geq \frac{1}{n}$ and $w_j = \frac{1}{2}$ we have: $x_{j,i} = \frac{w_i A_i - w_j A_j}{w_i - w_j} = 2A_i - \frac{1}{n}$, which less than zero, exactly when $A_i \leq \frac{1}{2n}$. The proof of the second part of the lemma is similar and is omitted.

Even though, given a number $x \in B$, we can find the optimal number to replace, it is not generally true that the optimal algorithm considers all $B_i$ in decreasing order. Regardless, we can show the following structure for the optimal strategy:

Lemma G.5. In the optimal solution, if some $i > 2n$ is replaced by $b \in B$, then for all $b' \in B$ that replaced $j \in [0, 2n]$, we have $b \leq b'$.

Proof. Assume this is not the case. This means that there is some $j \in [0, 2n]$ such that $A_j$ was replaced by some $b' < b$. Let $S + b' + b$ be the value of the game in this strategy. Consider instead the following strategy: replace $A_j$ with $b$ and $A_i$ with $b'$. The value now is $S + \frac{b}{2} + b' = S + \frac{b}{2} + \frac{b'}{2} + \frac{b'}{2} < S + b + \frac{b'}{2}$, which is the value of the optimal strategy; a contradiction.

An immediate corollary is that the smallest numbers in $B$ are used to replace the largest numbers $A_i$, for $i > 2n$. Combining with Lemma G.4, we get that in the optimal solution, a fraction $f^*$ of the $n$ smallest numbers in $B$ is used to replace all $i \in [2n + 1, (2 + f^*)n]$, while the remaining numbers in $B$ are used to replace $i \leq 2n$. There are $2n$ numbers in $B$ that are smaller than $\frac{1}{n+1}$, therefore for $i \leq 2n$, a $1 - \frac{f^*}{2}$ fraction of them are replaced, while the $f^* n$ numbers remaining are equal to $\frac{1}{n}$. The value of the optimal strategy is:
\[ V^* = \sum_{i=1}^{4n} w_i \hat{A}_i = \frac{1}{2} \sum_{i=1}^{2n} \hat{A}_i + \sum_{i=2n+1}^{4n} \hat{A}_i \]

\[ = \frac{1}{2} \left( \sum_{i=f^*n+1}^{n} B_i + f^* \frac{n-1}{n} \right) + f^* \frac{n}{n} + \sum_{i=(2+f^*)n+1}^{4n} \hat{A}_i \]

\[ = \frac{1}{2} \left( \sum_{i=n+1}^{(3-f^*)n} \frac{1}{i} + f^* \right) + \sum_{i=(3-f^*)n}^{3n} \frac{1}{i} + \sum_{i=(1+f^*)n+1}^{3n} \frac{1}{i}. \]

At the limit this converges to:

\[ \frac{f^*}{2} + \frac{1}{2} \ln (3 - f^*) + \ln \left( \frac{3}{3 - f^*} \right) + \ln \left( \frac{3}{1 + f^*} \right). \]

This function is convex for \( f \in [0, 1] \), with a minimum at \( \frac{5 - \sqrt{17}}{2} \approx 0.4384 \), with a value of 1.5825. We conclude that \( \sigma \) is at most \( \frac{1}{1.58258} \approx 0.6318 \).

**H Example of constructing a feasible dual solution**

For a concrete example, let \( n = 2 \), with \( Z \) and \( \hat{Z} \) as follows:

\[
Z = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 
\end{bmatrix}
\]
\[
\hat{Z} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

with \( s_1 = DRF_4 + DRF_7 \), \( s_2 = DRF_5 + DRF_6 \), \( s_3 = 2 \ast DRF_8 + DRF_6 + DRF_7 \). We have that \( DRF_4 = \frac{1}{2} \), \( DRF_5 = \frac{1}{3} \), \( DRF_6 = \frac{1}{4} \), \( DRF_7 = \frac{1}{5} \) and \( DRF_8 = \frac{1}{6} \). Therefore, \( s_1 = 0.7 \), \( s_2 = \frac{7}{12} \) and \( s_3 = \frac{7}{12} + \frac{1}{5} \). Therefore, we have that

\[
\sigma = \frac{1}{s_1 + s_3} = 0.6741.
\]

This gives us:

\[
y = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma & \sigma & 0 & 0 & 0 & 0 & \sigma & \sigma
\end{bmatrix}
\]

\[
l = \begin{bmatrix}
\sigma DRF_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma DRF_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma DRF_7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma DRF_8 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
and \( f(N, 1) = \sigma, f(N, 2) = 0 \).

I Figure

Figure 3: Optimal values of S for different control vectors when \( c = 10 \).