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Abstract

In this paper we present an analysis of dynamic fair division of a divisible resource, with arrivals and departures of agents. Our key requirement is that we wish to disrupt the allocation of a small number of existing agents whenever a new agent arrives. We construct optimal recursive mechanisms to compute the allocations and provide tight analytic bounds. Our analysis relies on a linear programming formulation and a reduction of the feasible region of the LP into a class of "harmonic allocations", which play a key role in the trade-off between the fairness of current allocations and the fairness of potential future allocations. We show that there exist mechanisms that are optimal with respect to fairness and are also Pareto efficient, which is of fundamental importance in computing applications, as system designers loathe to waste resources. In addition, our mechanisms satisfy a number of other desirable game theoretic properties.

1 Introduction

The study of fair allocations has a long history in economics and mathematics (e.g., [1, 3, 4, 6, 15, 16, 17]), and it has recently seen a surge of interest in computer science due to its applications to resource sharing in data centers and the cloud (e.g., [2, 5, 8, 9, 10, 14, 19]). For example, one commonly used protocol for allocating tasks is the “dominant resource fairness” protocol [9], which (approximately) implements the famous Kalai-Smorodinsky solution from classical fair division theory [11]. There are several notions of what it means for an allocation to be “fair”. The two most widely accepted notions are (1) proportionality (or simply fairness): if there are \( n \) agents in the system, each agent is allocated at least a \( 1/n \) fraction of what she would receive if she were allocated all of the resource, and (2) envy freeness: no agent would like to “switch” allocations with any other agent. In this paper, we consider both notions, but focus on the first, for several reasons. First, in the allocation of a single homogeneous resource, fairness immediately implies envy freeness. Second, in the dynamic setting, the notion of envy-freeness is more fleeting, as an agent may wish to switch with another agent over some time period but not over another. We discuss this in more detail later on.

The classical theory typically focuses on static allocations and does not consider dynamics, which are an important consideration in modern computing systems. Walsh [18] was the first to study the problem of online fair cake cutting when agents arrive, get a piece allocated to them and depart. He showed how several well-known fair division solutions (cut-and-choose, Dubins-Spanier, etc) can be adapted to satisfy desirable properties in an online setting with a single (heterogeneous) divisible cake. More recently, and closer to our problem, Kash et al. [12] introduced
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a model of dynamic allocations. However, their model only considers arrivals and their main mechanism reserves resources for future arrivals; it does not allow the reallocation of resources, or agents to depart. This leads to allocations that satisfy neither fairness nor Pareto efficiency, as resources are left idle.

In this paper, we consider the problem of maintaining fairness and Pareto efficiency in a setting with uncertain arrivals and departures. At first glance, this appears quite simple: at every arrival or departure, simply compute a Pareto optimal fair division of resources among the current agents. However, this is problematic in practice due to the “expense” of reallocating resources. Imagine that whenever an agent arrives, all jobs would be stopped, the resources reallocated, and the jobs restarted from where they left off. If there are many successive arrivals, most of the time would be spent on reallocation, instead of on actually performing the jobs! For this reason, most resource allocation protocols in data centers rarely move existing jobs from one machine to another [13]. We therefore focus on dynamic mechanisms that minimize the disruption to existing agents due to arrivals and departures. As reductions of resources are typically more disruptive to existing computations than additions, we consider the construction of dynamic mechanisms that reduce the allocations of only a small number of existing agents.

To see some of the issues involved in this problem, consider the case where there is 1 unit of a single resource to be shared, and we only allow a single agent to have her resources reduced upon an arrival. When the first agent arrives, she is given the entire resource to use, in order to satisfy fairness. When the second agent arrives, we give her half of the first agent’s resource; this is, of course, a fair division of the resource. When a third agent arrives, however, one cannot maintain fairness while only disturbing one of the existing agents. In this case, the fairest reallocation leads to one agent with half of the resources and 2 agents with one quarter of the resources each, an unfair allocation of (1/2, 1/4, 1/4). The only fair division in this case would be (1/3, 1/3, 1/3) (or, more generally, (1/t, . . . , 1/t) when there are t agents in the system). We can define the unfairness of this allocation using the fairness ratio - the ratio of the smallest share to 1/t. The example above has a fairness ratio of 3/4.

It is possible to reduce the unfairness of this final allocation by allowing some unfairness earlier the process. For example, when the second agent arrives, we could divide the resources to create the allocation (4/7, 3/7), and then when the third agent arrives, divide the first agent’s share by 2, giving the allocation (2/7, 3/7, 2/7). This gives a fairness ratio of 6/7, a significant improvement. In fact, we will see in Section 4 that this is the fairest possible series of allocations for this particular scenario.

Note the above example is for the case where we allow a single disruption upon arrival. However, if we allowed 2 disruptions per arrival, it would be trivial to compute fair allocations for 3 agents. Nonetheless, the problem would return as soon at a 4th agent arrived. When dealing with departures, we would like to be even stricter than arrivals: when an agent leaves, we do not want any of the remaining agents to have their share decreased: it would be unreasonable to allow one agent’s departure to adversely affect another’s share.

In the following, we analyze this allocation problem as a function of $d$, the maximum number of disruptions allowed per arrival, and $N$, the maximal number of users that can be concurrently present in the system. We prove upper and lower bounds for the fairness ratios and present mechanisms for attaining optimal fairness. In particular, we show the importance of harmonic sequences in allocations that balance current fairness ratios with potential future ratios. Our analysis relies on a linear programming formulation for computing allocations with optimal fairness in the case that we only allow arrivals, and a reduction of the feasible region of the LP into the class of “sound” allocations.\(^1\) We provide a recursive technique for preserving soundness in the presence of departures, and use this to construct a mechanism for computing these allocations in

\(^1\)See Section 4.1 for a formal definition.
a “bounded” system (one with an upper bound on the number of agents present in it). We show how to extend this mechanism to the unbounded case, by combining it with a simple “harmonic” mechanism.

Although our main focus is the fairness of our mechanisms, we also bound the envy: the ratio of the largest share and the smallest share.

**Overview of Results**

In Section 2 we present our definitions and some algebraic results that we use extensively later. In Section 3 we formally define our model and prove our first (negative) result: requiring that only a constant number of users be disrupted at every round is incompatible with fairness. We then provide a notion of approximate fairness, and focus on maximizing it.

In Section 4 we address a special case: assume the agents are non-departing, and the number of agents the system can service at any time is bounded by $N$ (which is known in advance); i.e., the system has bounded capacity. We describe a linear program that solves this problem optimally. We then show that we can guarantee the same fairness even if we demand Pareto optimality at every round. Unfortunately, the allocations output by the LP are not necessarily implementable if we allow departures. Nevertheless, we notice that the LP allocations satisfy a certain property we call soundness. Informally, for some fairness ratio $\sigma$, an allocation for $t$ agents is $(t, \sigma, d)$-sound if: the $d+1$ poorest agents are allocated at least $\frac{\sigma}{t}$, the next $d+1$ poorest are allocated at least $\frac{\sigma}{t-1}$, and so on – a staggered harmonic progression.

In Section 5 we describe a mechanism that handles departures, the SOUND mechanism. This mechanism takes as input a $(N, \sigma, d)$-sound allocation, for $N$ agents, and builds allocations $A = \{A^1, A^2, \ldots, A^N\}$ backwards in a way that: (1) it is possible to “legally” convert $A^t$ to $A^{t+1}$ and vice versa, (2) the fairness ratio does not decrease.

In Section 6 we show how to apply SOUND to the solutions given by LP 4.1, and hence obtain an optimal mechanism ($\text{SOUND} - \text{LP}$) for bounded systems. We provide upper and lower numerical bounds on the optimal fairness ratio, and bound the envy. Our first positive result is the following:

**Theorem 1.1** (Informal). The $\text{SOUND} - \text{LP}$ mechanism has a worst case fairness ratio of $\frac{1}{(d+1) \ln \left( \frac{2d+1}{d} \right)}$ and a worst case envy ratio of $\frac{2(d+1)^2}{2d^2}$.

This mechanism requires a preprocessing time that is polynomial in $N$ and then is linear in the number of users in the system at arrivals and departures to compute the new allocations. Note that we achieve the same fairness as the arrivals-only case. Thus, even if we allow our mechanisms to disrupt users on departures, the fairness cannot improve.

One can compare this mechanism to a simple myopic mechanism (for simplicity, we define the mechanism only with respect to arrivals):

**Mechanism 1.2** (Myopic). As long as there are $d$ or fewer agents in the system, split the resource evenly among them. Otherwise, upon arrival take the resource allocated to the $d$ wealthiest agents, and split the total into $d + 1$ equal shares.

It is easy to show, using simple calculus that Mechanism 1.2 has a fairness ratio of $\frac{d}{d+1}$, which is significantly worse than that of $\text{SOUND} - \text{LP}$, and an envy ratio of $\frac{d}{d+1}$ as well. Due to space considerations we do not formally prove this, but give the following example as intuition. Consider the case $d = 1$. The shares will always be integer powers of $\frac{1}{2}$. When there are $2^k$ agents
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in the system, all will be allocated \( \frac{1}{d} \), giving a fairness ratio of 1. When another agent arrives, she will be allocated \( \frac{1}{2k+1} \), as opposed to the optimal \( \frac{1}{2k+2} \). The ratio \( \frac{2k+1}{2k+2} \) tends to \( \frac{1}{2} \) as \( k \to \infty \).

In Section 7 we remove the assumption that the system’s capacity is bounded and present an elegant procedure, the HARMONIC mechanism (Subsection 7.1): At all times, the mechanism maintains an allocation similar to the tail of the harmonic series. The fairness ratio of HARMONIC improves as agents arrive and approaches \( \left( \frac{1}{d+1} \right) \ln \left( \frac{d+1}{d} \right) \) as the number of agents approaches infinity. This is the same as the fairness ratio of the bounded capacity mechanism maintains an allocation similar to the tail of the harmonic series. The fairness ratio of HARMONIC is asymptotically optimal in the presence of many agents. The downside of HARMONIC is that if only a small number of agents are present in the system, it has a low fairness ratio. We show how to get around this issue in Subsection 7.2, combining it with the SOUND mechanism to prove the following:

**Theorem 1.3 (Informal).** The SOUND-HARMONIC mechanism can attain a fairness ratio arbitrarily close to \( \frac{1}{(d+1) \ln(d+1)} \), for any number of agents in the system.

We also bound the envy ratio of this mechanism by \( 3(d+1)^2/2d^2 \), the same as for the bounded case (we also show that when there are many agents in the system, the envy is actually much better).

## 2 Notation and Preliminaries

Denote by \([a, b]\) the set of integers between (and including) \( a \) and \( b \).

There is a single unit of a divisible resource to be allocated among arriving and departing agents. We call each arrival or departure of an agent a “round”. Throughout the paper, we denote the number of agents currently present in the system by \( t \). An allocation \( A^t = (A^t_1, A^t_2, \ldots, A^t_t) \) gives a fraction \( A^t_i \) of the resource to agent \( i \); each agent’s allocation (or share) is a number between 0 and 1. We say that \( A^t \) is feasible if \( \sum_{i \in [1,t]} A^t_i \leq 1 \). In each round \( t \), we renumber the agents so that 1 has the largest allocation and \( t \) the smallest. The more resource an agent is allocated, the wealthier she is said to be. An allocation \( A^t \) is Pareto optimal (PO) if there is no other allocation \( B^t \) in which everyone is at least as well off and someone is strictly better off, i.e., \( \sum_{i \in [1, t]} A^t_i = 1 \).

An allocation is fair if \( A^t_i \geq \frac{1}{t} \) for all agents \( i \). Note that a fair allocation is always Pareto optimal. An allocation has fairness ratio \( \sigma_t \) in the presence of \( t \) agents, if it is \( \sigma_t \) close to the “equal split”, i.e.,

\[
\sigma_t = \frac{A^t_i}{\frac{1}{t}}.
\]

An allocation \( A^t \) is envy-free (EF) if each agent prefers her allocation to that of any other agent. This is equivalent to the condition \( A^t_i = A^t_i \). We define the envy ratio of an allocation to be

\[
\xi_t = \frac{A^t_i}{A^t_i}.
\]

The allocation is envy-free if the envy ratio is 1. Notice that a fair allocation is always envy-free, but not vice versa (a non-PO allocation can be envy-free and unfair, e.g., \( (1/3, 1/3) \)).

An allocation mechanism is \( d \)-disruptive if whenever an agent arrives, the mechanism reduces (or disrupts) the shares of at most \( d \) agents. We refer to the agents whose allocation is reduced as donors. An allocation mechanism satisfies population monotonicity (PM) if whenever an agent departs, the allocation of the remaining agents can only increase.

We say that a set of allocations \( \{A^t, t \in [1, N]\} \) for some (possibly unbounded) \( N \) is valid for a \( d \)-disruptive system if
1. For every $t \in [1, N - 1]$, we can obtain $A^{t+1}$ from $A^t$ by reducing the shares of at most $d$ agents in $A^t$ and allocating the difference among the $t + 1 - d$ other agents (including the arriving agent).

2. For every $t \in [2, N]$, we can obtain $A^{t-1}$ from $A^t$ by removing any agent and distributing its share among the rest of the agents, without reducing any other allocation.

In other words, a set of allocations is valid if we can move “back and forth” between them when an agent arrives or departs, while satisfying $d$-disruptiveness and population monotonicity.

A system is said to have a bounded capacity if there is some upper bound $N$ on the number of agents it can serve.

Some Simple Results on Harmonic Numbers

We require the following well-known inequalities for the $n$th harmonic number $H_n$, (where $\gamma' = 0.57721 \ldots$ is the Euler-Mascheroni constant):

Fact 2.1.

\[
\begin{align*}
H_n &\geq \ln n + \gamma', \\
H_n &\leq \ln n + \gamma' + \frac{1}{2n}, \\
H_n &\geq \ln n + \gamma' + \frac{1}{2n} - \frac{1}{12n^2}.
\end{align*}
\]

From Fact 2.1, we can derive the following proposition, which we use later on.

Proposition 2.2. For natural numbers $b > a > 1$,

\[
\ln(b) - \ln(a - 1) - \frac{1}{2a - 2} \leq \sum_{x=a}^{b} \frac{1}{x} \leq \ln(b) - \ln(a - 1),
\]

Proof. We only prove the upper bound; the proof for the lower bound is similar. From Inequalities (2) and (3) (for the lower bound proof, use (1) and (2)),

\[
\begin{align*}
\sum_{x=a}^{b} \frac{1}{x} &= \sum_{x=1}^{b} \frac{1}{x} - \sum_{x=1}^{a-1} \frac{1}{x} \\
&\leq \ln(b) + \gamma' + \frac{1}{2b} - \left( \ln(a - 1) + \gamma' + \frac{1}{2(a - 1)} - \frac{1}{12(a - 1)^2} \right) \\
&\leq \ln(b) - \ln(a - 1),
\end{align*}
\]

for $b > a > 1$.

3 The Model

We consider a system with a single divisible resource, in which agents arrive and depart. The agents have no limit on the amount of the resource they can use: they are always interested in using as much of the resource as the system can give them. We would like to design dynamic mechanisms that satisfy a number of properties:

- $d$-disruptiveness, for some constant $d$ (given as an input to the mechanism).
• **Fairness:** The output allocation has fairness ratio of 1 in every round (this property is also known as proportionality, sharing incentives or individual rationality).

• **Strongly dynamic Pareto optimality (SDPO):** The output allocation is Pareto Optimal in every round.

• **Envy freeness:** The output allocation is envy-free in every round.

• **Population monotonicity.**

Unfortunately, these properties are incompatible even in very simple scenarios:

**Theorem 3.1.** There is no mechanism that satisfies \(d\)-disruptiveness and fairness, even in the presence of \(d + 2\) agents, for any number of donors \(d\).

**Proof.** Assume that \(d = 1\). The first agent to arrive must be allocated the whole resource, in order for fairness to be satisfied. Once the second agent arrives, the only action that results in fairness ratio of 1 is splitting the resource equally between the agents: \(\frac{1}{2}\) to the first and \(\frac{1}{2}\) to the second. A problem arises upon the arrival of a third agent: We can only take resources from one agent, thus there will still be an agent with (at least) \(\frac{1}{2}\) of the resource. The best fairness ratio we can get is \(\frac{3}{4}\), by splitting the donor’s share evenly. It is easy to extend this proof to any \(d\).

This simple example shows that once we fix the number of donors we allow, we cannot satisfy fairness. The same example can be used to show that \(d\)-disruptiveness, SDPO and EF are incompatible. We therefore relax fairness and envy freeness to \(\sigma\)-fairness and \(\xi\)-envy freeness:

**Definition 3.2** (\(\sigma\)-fairness, \(\sigma\)-fair). A mechanism satisfies \(\sigma\)-fairness if throughout its execution the fairness ratio of all of its output allocations is at least \(\sigma\). Such a mechanism is called \(\sigma\)-fair.

**Definition 3.3** (\(\xi\)-EF). A mechanism satisfies \(\xi\)-EF if throughout the execution of the mechanism the envy ratio of all of its output allocations is at most \(\xi\). Such a mechanism is called \(\xi\)-envy-free.

Before designing allocation mechanisms, we need to establish a benchmark, against which we can compare the performance of our mechanisms. What is the optimal fairness attainable in a \(d\)-disruptive system, even if we don’t allow departures? We first make the following observation.

**Observation 3.4.** The optimal fairness in a bounded-capacity \(d\)-disruptive system, where \(N\) is the maximum number of agents, is a function of both \(d\) and \(N\).

**Proof.** In the proof of Theorem 3.1 we showed that achieving fairness ratio of 1 is possible with \(d = 1\) donors and 2 agents, but impossible with 1 donor and 3 agents. Notice that for \(d = 2\) donors this is not the case anymore: when there are two agents in the system, we can have the allocation vector \((1/2, 1/2)\), and when there are three agents, we can have \((1/3, 1/3, 1/3)\).

As we only consider \(d\)-disruptive mechanisms in this paper, we omit “\(d\)-disruptive” from all future results.

In Section 4 we show how to use a linear program to compute the benchmark fairness ratios for any given \(d\) and \(N\). To help the reader get a better intuition of how the fairness behaves, we give some of these values in Table 1.
Table 1: Optimal fairness for some values of $d$ and $N$

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.857</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0.811</td>
<td>0.909</td>
<td>0.952</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.774</td>
<td>0.868</td>
<td>0.913</td>
<td>0.957</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>0.727</td>
<td>0.827</td>
<td>0.874</td>
<td>0.919</td>
<td>0.958</td>
<td>0.995</td>
</tr>
<tr>
<td>1,000</td>
<td>0.722</td>
<td>0.823</td>
<td>0.870</td>
<td>0.915</td>
<td>0.954</td>
<td>0.991</td>
</tr>
<tr>
<td>100,000</td>
<td>0.721</td>
<td>0.822</td>
<td>0.869</td>
<td>0.914</td>
<td>0.954</td>
<td>0.990</td>
</tr>
</tbody>
</table>

4 A Linear Programming Formulation

In this section we study a special case of our problem. Assume we have a bounded-capacity system and that we are limited to arrivals. Then, we can compute an optimal solution using LP 4.1.

**Linear Program 4.1.**

$$\begin{align*}
\text{maximize} & \quad \sigma \\
\text{subject to} & \quad \sum_{j=1}^{t} A_{t}^{j} \leq 1, \quad t \in [1, N] \\
& \quad A_{t}^{1} \geq A_{t}^{2} \geq \ldots \geq A_{t}^{t} \geq \sigma, \quad t \in [1, N] \\
& \quad A_{t+1}^{j} \geq A_{t+d}^{j}, \quad t \in [d+1, N-1], j \in [1, t-d]
\end{align*}$$

For clarity, we use the same notation in LP 4.1 as in the rest of the paper: $A_{t}^{j}$ is the $j^{th}$ largest allocation when there are $t$ agents in the system, and $\sigma$ denotes the fairness ratio. A feasible solution to the LP is a set of $N$ feasible allocations $A_t$, such that the allocations are consistent with $d$-disruptiveness. Consider the constraints of LP 4.1. The first line of constraints guarantee feasibility: when there are $t \in [1, N]$ agents in the system, we require the sum of their shares to be at most 1. The second line of constraints guarantees that the fairness ratio is $\sigma$: when there are $t$ agents in the system, their shares are all at least $\sigma$. (We also use the second set of constraints to keep the allocations sorted.) Finally, we need to make sure that at most $d$ donors are used in each round. For this, we require that for each $t$, there are at least $t - d$ agents whose allocation did not decrease from $A_{t-1}^{t-1}$. This is true if and only if the $t - d$ largest allocations in round $t + 1$ are at least as large as the smallest $t - d$ allocations in round $t$. We can immediately deduce the following lemma.

**Lemma 4.2.** The set of feasible solutions of LP 4.1 is exactly the set of all feasible allocations of a bounded-capacity $d$-disruptive system. Furthermore, an optimal solution to LP 4.1 is a set of feasible allocations of a bounded-capacity $d$-disruptive system that optimizes fairness.

The solution to Linear Program 4.1 consists of a set of $N$ allocations and the optimal fairness ratio $\sigma$. For example, the solution to the LP for $d = 1$, $N = 3$ can be written as follows:

$$A_{1}^{1} = 1, A_{1}^{2} = 4/7, A_{2}^{2} = A_{3}^{3} = 3/7, A_{2}^{3} = A_{3}^{3} = 2/7, \sigma = 6/7.$$
we have

\[ \text{Table 2: Optimal allocation for } d = 1, N = 3. \text{ The fairness ratios are } 1, \frac{3}{7}, \frac{6}{7} \text{ and } \frac{2}{7}, \frac{6}{7}. \]

\[ \begin{array}{cc}
\text{No. of Agents} & \text{Allocation} \\
1 & 1 \\
2 & \frac{4}{7}, \frac{3}{7} \\
3 & \frac{3}{7}, \frac{2}{7}, \frac{2}{7} \\
\end{array} \]

**Theorem 4.3.** If there is a solution to LP [4.7] that guarantees a fairness ratio of \( \sigma \), there is also a solution that guarantees a fairness ratio of \( \sigma \) and is SDPO.

**Proof.** Assume that there is a solution to LP [4.7] that is not SDPO, and there is no SDPO allocation that achieves the same fairness ratio \( \sigma \). For any allocation \( A \), let \( \text{last}_A \) be the last round on which \( A \) is not PO (that is, for all \( t > \text{last}_A, \sum_{j=1}^{t} A_{j}^{\star} = 1 \), and for \( t = \text{last}_A, \sum_{j=1}^{t} A_{j}^{\star} < 1 \)). Let \( A^{\star} \) be an allocation that minimizes \( \text{last}_A \) among all allocations whose fairness ratio is \( \sigma \). That is,

\[ A^{\star} = \arg\min_{A: \text{fairness of } A = \sigma} \text{last}_A. \]

Let \( t^{\star} = \text{last}_{A^{\star}}. \) At round \( t^{\star} \), there is some unallocated resource, \( x = 1 - \sum_{j=1}^{t^{\star}} A_{j}^{\star}. \) Let \( d_1 \) be some donor in round \( t^{\star} \). Consider the allocation \( A' \) that is identical to \( A^{\star} \) on every round, except for round \( t^{\star} \), where all the agents except \( d_1 \) have the same allocation and \( A'_{d_1} = A_{d_1}^{\star} + x \). It is easy to see that \( A' \) is a feasible allocation that achieves the same fairness as \( A^{\star} \), but \( \text{last}_{A'} < \text{last}_{A^{\star}} \), a contradiction.

We have the following corollary:

**Corollary 4.4.** Rewriting LP [4.7] with equalities in the first line of constraints gives an LP that achieves the same optimal fairness and also guarantees SDPO.

### 4.1 Sound Allocations

Although the allocations of LP [4.7] are optimal for arrivals, there is no guarantee that they are also valid for departures. For example, we can get from \((0.5, 0.5)\) to \((0.6, 0.2, 0.2)\) with one donor, but if one of the agents that is allocated 0.2 departs, we can’t go back.

We need to develop another mechanism in order to handle departures. To help us do so, we observe that the allocation of LP [4.7] for \( N \) agents has the following interesting property:

The last \( d + 1 \) agents (the poorest ones) are allocated at least \( \frac{\sigma}{N} \). That is \( A_j^N \geq \frac{\sigma}{N} \), for \( j \in [N - d, N] \). For \( j \in [N - 2d - 1, N - d - 1] \), we have that \( A_j^N \geq \frac{\sigma}{N-1} \); this is because for these values of \( j \) it must hold that \( A_j^N \geq A_{j+d}^{\star} \geq \frac{\sigma}{N-1} \). Similarly, for \( j \in [N - 3d - 2, N - 2d - 2] \) we have \( A_j^N \geq \frac{\sigma}{N-2} \), and so on.

We call this property soundness. Denote

\[ \psi_i(t, \sigma, d) = \frac{\sigma}{t - \left\lfloor \frac{t-1}{d+1} \right\rfloor}. \]

As \( \sigma \) and \( d \) are usually obvious from the context, we simply write \( \psi_i(t) \) instead of \( \psi_i(t, \sigma, d) \). If \( t \) is also obvious, we simply write \( \psi_i \).

\footnote{Although this example might seem unnatural, optimal solutions that possess this anomalous quality actually exist: When \( d = 1, N = 20 \), one possible optimal allocation includes the allocation vectors \( A_2^2 = (0.5, 0.5), A_2^3 = (0.5 + 2\epsilon, 0.25 - \epsilon, 0.25 - \epsilon) \), for some \( \epsilon > 0 \).}
Definition 4.5 (Sound Allocation). We say that an allocation \( A^t \), in the presence of \( t \) agents, is \((t, \sigma, d)\)-sound, if for all \( i \in [1, t] \),
\[
A^t_i \geq \psi_i(t).
\]
In other words, let \( g = \lfloor \frac{t}{d+1} \rfloor \). An allocation is \((t, \sigma, d)\)-sound if:
- There are \( t \mod (d + 1) \) agents whose allocation is at least \( \frac{\sigma}{t-g} \).
- There are \( g(d + 1) \) (different) agents, split in groups of size \( d + 1 \), such that all agents in group \( j \) are allocated at least \( \frac{\sigma}{t-j} \), for all \( j \in [0, g - 1] \).

A \((t, \sigma, d)\)-sound allocation is \((t, \sigma, d)\)-tight when the above inequalities are tight:

Definition 4.6 (Tight Allocation). We say that an allocation \( A^t \), in the presence of \( t \) agents, is \((t, \sigma, d)\)-tight, if for all \( i \in [1, t] \),
\[
A^t_i = \psi_i(t).
\]
We call the difference between a \((t, \sigma, d)\)-sound allocation and a \((t, \sigma, d)\)-tight allocation the surplus.

Definition 4.7 (Surplus). The surplus \( \Phi^t \) of a \((t, \sigma, d)\)-sound allocation \( A^t \) is defined as follows.
\[
\Phi^t = \sum_{i=1}^{t} (A^t_i - \psi_i(t)).
\]
Clearly, if \( A^t \) is \((t, \sigma, d)\)-sound, and \( \Phi^t = 0 \) the allocation is tight. Also notice that \( \Phi^t = 0 \) does not imply Pareto optimality: \( \sigma \) can be any real number.

Example 4.8. The allocation \( (\sigma_5, \sigma_6, \sigma_6, \sigma_6, \sigma_7, \sigma_7, \sigma_7) \) is \((7, \sigma, 2)\)-tight. On the other hand, the allocation \( (\sigma_5, \sigma_6, \sigma_6, \sigma_6, \sigma_7, \sigma_7, \sigma_7) \) is \((7, \sigma, 2)\)-sound, and the surplus is \( \frac{\sigma}{72} \). Notice that if \( \sigma = \frac{1}{2} \), neither allocation is Pareto optimal, as an allocation is PO only if its shares sum to 1. If \( \sigma = 1 \), neither allocation is feasible.

Example 4.9. Table 3 presents an optimal set of allocations for \( d = 1 \), \( N = 5 \). The allocation for \( t = 5 \) is \((5, 30/37, 1)\)-tight. For \( t \in [1, 4] \), the allocation \( A^t \) is \((t, 30/37, 1)\)-sound, but not \((t, 30/37, 1)\)-tight. The allocation \( A^2 \) is also \((2, 32/37, 1)\)-sound.

<table>
<thead>
<tr>
<th>No. of Agents</th>
<th>Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>42/74, 32/74</td>
</tr>
<tr>
<td>3</td>
<td>32/74, 22/74, 20/74</td>
</tr>
<tr>
<td>4</td>
<td>24/74, 20/74, 15/74, 15/74</td>
</tr>
<tr>
<td>5</td>
<td>20/74, 15/74, 15/74, 12/74, 12/74</td>
</tr>
</tbody>
</table>

Table 3: An optimal allocation for \( d = 1 \), \( N = 5 \).

We notice the following property of sound allocations:

Remark 4.10. A \((t, \sigma, d)\)-sound allocation has fairness ratio of at least \( \sigma \): the number of agents is \( t \), and the smallest share is at least \( \frac{\sigma}{t} \).
5 Solving Departures: The Sound Mechanism

We solve the issue of departures by defining a new mechanism, SOUND. The SOUND mechanism takes as input a \((N, \sigma, d)\)-sound allocation for \(N\) agents, and builds \(N - 1\) allocations backwards, such that

1. The allocations are valid (we can go “back and forth”).
2. The fairness ratio is non-decreasing.

We explain how SOUND works in Subsection 5.1 and prove its correctness in Subsection 5.2.

In Section 6, we show that giving SOUND the final allocation of LP 4.1 as its input allows us to deal with departures without any loss in fairness. In Section 7 we show how we can use SOUND in unbounded systems to ensure all of the allocations have fairness that is arbitrarily close to optimal.

5.1 The Mechanism

Mechanism 5.1. The SOUND Mechanism receives as input a \((N, \sigma, d)\)-sound allocation for \(N\) agents, and creates allocation vectors \(A^t\), for \(t \in [1, N - 1]\).

The allocations are created backwards from \(t = N - 1\), as follows.

- \(t \in [d + 1, N - 1]\): Given \(A^{t+1}\), we can compute \(A^t\): Set \(A^t_j + d = A^{t+1}_j\) for all \(j \in [1, t - d]\).
  
  Take the \(d + 1\) smallest shares of \(A^{t+1}\) and create \(d\) new shares, \(i \in [1, d]\),
  
  \[A^t_i = \psi_i(t)\]

  Allocate any surplus equally among the new shares.

- \(t \leq d\): \(A^t_i = \frac{1}{t}\) for all \(i \in [1, t]\).

When there are \(t\) agents in the system, \(t \in [1, N]\), and the poorest agent departs (see Remark 5.2), we create \(A^{t-1}\) as described above, by taking the leaving agent’s resource and distributing it among the \(d\) next poorest to create the \(d\) wealthiest allocations of \(A^{t-1}\). When an agent arrives, we redistribute the \(d\) largest shares to recreate the \(d + 1\) smallest shares of \(A^{t+1}\).

Remark 5.2. We can always assume that the poorest agent leaves: if agent \(j \neq t\) leaves, we allocate \(A^{t-1}_j - A^t_t\) to agent \(t\), and now we can treat \(j\) as the poorest agent.

Remark 5.3. Assuming that SOUND is able to create the allocations as described, it is immediate by the definition of soundness that all allocations produced by it are \((t, \sigma, d)\)-sound.

5.2 Correctness

In order to prove that SOUND is correct it suffices to show that: (1) it is possible to create \(A^{t+1}\) from \(A^t\) using at most \(d\) donors, (2) it is possible to create \(A^t\) from \(A^{t+1}\) if any agent leaves, without decreasing the share of any of the remaining agents, (3) the fairness ratio for all allocations is at least as much as that of the input allocation.

Proof outline We first show that, for all \(t \in [d+1, N]\), the surplus is non-increasing (Claim 5.4). We use Claim 5.4 to prove Proposition 5.6 which proves (1) and (2). Given that SOUND can indeed create all the allocations in its description, (3) is immediate from Remarks 4.10 and 5.3: every allocation that is produced by SOUND has a fairness ratio of \(\sigma\).
Claim 5.4. In the execution of $\text{Sound}$, for $t \in [d + 1, N - 1]$, the surplus satisfies
\[
\Phi_t \geq \Phi_{t+1}.
\]

Proof. Recall that in $\text{Sound}$, the allocations are created backwards; that is, $A^t$ is created from $A^{t+1}$. When creating allocation $A^t$ from $A^{t+1}$, all shares except for the $d + 1$ smallest remain unchanged, and therefore whatever surplus these agents possess in $A^{t+1}$, they also possess in $A^t$. We take the $d + 1$ poorest agents and combine their shares to create the $d$ richest shares of $A^t$. The difference in surplus between $A^t$ and $A^{t+1}$ is exactly the difference between the sums of these shares. If the shares of the $d + 1$ poorest agents are exactly $\frac{\sigma}{t+1}$, it suffices to prove that this is sufficient to create the $d$ new shares, to imply $\Phi_t \geq \Phi_{t+1}$. We can assume this is the case, as if it is not, the surplus that the $d + 1$ poorest agents had is also transferred to the $d$ new shares of $A^t$, and this cannot affect the difference. In other words,
\[
\Phi_t - \Phi_{t+1} = \frac{\sigma(d + 1)}{t + 1} - \sum_{i=1}^{d} \psi_i(t).
\]

We show that the right hand expression is non-negative.
\[
\frac{\sigma(d + 1)}{t + 1} - \sum_{i=1}^{d} \psi_i(t) = \frac{\sigma(d + 1)}{t + 1} - \sum_{i=1}^{d} \frac{\sigma}{t - \left\lfloor \frac{1}{d+1} \right\rfloor}
\geq \frac{\sigma(d + 1)}{t + 1} - \sum_{i=1}^{d} \frac{\sigma}{t - \frac{1}{d+1}}
\geq \frac{\sigma(d + 1)}{t + 1} - \frac{d(d+1)\sigma}{d t + d} = 0,
\]
where Inequality (4) is due to Claim 5.5. \hfill \Box

Claim 5.5. For $t \geq d + 1$,
\[
\sum_{i=1}^{d} \frac{1}{t - \left\lfloor \frac{1}{d+1} \right\rfloor} \leq \sum_{i=1}^{d} \frac{1}{t - \frac{1}{d+1}}.
\]

The proof of Claim 5.5 is deferred to Appendix A.1.

We show (1) and (2) in the following Proposition.

Proposition 5.6. Let $A^t, t \in [1, N]$ be the allocations created by $\text{Sound}$. Then for any $t \in [1, N - 1]$,

- It is possible to create $A^{t+1}$ from $A^t$ using at most $d$ donors, and
- It is possible to create $A^t$ from $A^{t+1}$ if any agent leaves, without decreasing the share of any of the remaining agents.

Proof. The second part of the proposition implies the first: Notice that $A^{t+1}$ is equal to $A^t_{t+d}$, for all $i \in [1, t-d]$. Assume that we have shown we can go from $A^{t+1}$ to $A^t$ using only the share of the poorest agent in $A^{t+1}$; that share has been split among only $d$ agents. We can use the shares of these $d$ agents and go back to $A^{t+1}$ from $A^t$.

For the second part, we notice that as $A^{t+1}$ is $(t, \sigma, d)$-sound, its smallest $d + 1$ shares are at least $\frac{\sigma}{t+1}$ each. One of these agents departs and we use her share to increase the allocation of the remaining $d$ of them, in order to create $d$ shares that are greater than or equal to $\psi_i(t)$ for $i \in [1, d]$. As $\frac{\sigma}{t+1} \leq \psi_i(t)$ for $i \in [1, d]$, it suffices to show that the sum of the $d + 1$ poorest shares of $A^{t+1}$ suffice to create the $d$ new shares of $A^t$, i.e., $\Phi_t \geq \Phi_{t+1}$, which is true from Claim 5.4. \hfill \Box
6 Applying Sound to Bounded Capacity Systems

In the previous section, we saw that Sound works correctly whenever it is given a sound allocation as input. Since the last allocation of LP [4.1] is \((N, \sigma, d)\)-sound, we can give it as input to Sound. We call this mechanism Sound – LP. In this section we will prove several properties of the fairness and envy ratios of Sound – LP, to obtain the following.

**Theorem 6.1.** For any \(d > 0\), there exists a \(d\)-disruptive, PM, SDPO allocation mechanism for bounded-capacity systems that guarantees optimal fairness. Furthermore, the mechanism is 
\[
\frac{1}{(d+1) \ln \left( \frac{d+2}{d+1} \right)} \text{fair and } \frac{3(d+1)^2}{2d^2} \text{-envy-free.}
\]

We saw that Sound is \(d\)-disruptive, PM and SDPO in Section [5]. The fact that it receives an allocation from LP [4.1] as its input, and the fairness of the other allocations can only be greater shows that Sound is optimal. Lemmas 6.2 (Subsection 6.1) and 8.4 (Subsection 8.1) complete the proof of the theorem.

6.1 Bounding the Fairness Ratio

The following lemma gives matching upper and lower bounds on the fairness of Sound.

**Lemma 6.2.** Sound – LP has fairness ratio \(\sigma\) that satisfies
\[
\frac{1}{(d+1) \ln \left( \frac{d+2}{d+1} \right)} \leq \sigma \leq \frac{1}{(d+1) \ln \left( \frac{d+2}{d+1} \right)}.
\]

We can actually compute the exact value of the fairness ratio as a function of the number of agents and donors:

**Lemma 6.4.** The fairness ratio of Sound is
\[
\sigma = \frac{1}{\sum_{i=1}^{N} \frac{1}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor}}.
\]

**Proof.** Since \(A^N\) is \((N, \sigma, d)\)-tight, it is easy to compute the exact fairness ratio as a function of the number of agents and donors:

**Example 6.4.** The fairness ratio of Sound is
\[
\sigma = \frac{1}{\sum_{i=1}^{N} \frac{1}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor}}.
\]

**Proof.** Since \(A^N\) is \((N, \sigma, d)\)-tight, the \(i\)-th agent is allocated \(\frac{\sigma}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor}\). The sum of all the shares must be equal to 1, giving
\[
\sum_{i=1}^{N} \frac{\sigma}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor} = 1.
\]
Rearranging gives the lemma.
Remark 6.5. We can compute $A^N$ directly, using Lemma 6.4. Somewhat surprisingly, even though we started with LP 4.1 and used it for the proofs, it turns out that we never actually need to write or solve an LP in order to achieve optimal fairness.

Using Lemma 6.4, we can give lower and upper bounds for $\sigma$ as a function of $d$ and $N$. The lower bound is given in Corollary 6.6 and the upper bound in Corollary 6.7.

Corollary 6.6 (to Lemma 6.4). The fairness ratio $\sigma$ of a bounded-capacity system with $d$ donors and at most $N$ agents satisfies

$$\sigma \geq \frac{1}{(d+1) \ln \left(\frac{d+1}{d}\right)}.$$

Proof. Let $N = c(d + 1) + b$, where $c$ and $b$ are non-negative integers, and $b \leq d$.

$$\sum_{i=1}^{N} \frac{1}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor} = (d + 1) \sum_{i=N+1-c}^{N} \frac{1}{i} + \frac{b}{N-c}$$

$$\leq (d + 1) \ln \left(\frac{N}{N-c}\right) + \frac{b}{N-c}$$

$$\leq (d + 1) \ln \left(\frac{d+1}{d}\right),$$

where Equality (5) is due to Claim 6.8, Inequality (6) is due to Proposition 2.2, and Inequality (7) is due to Claim 6.9.

From Lemma 6.4 and the above,

$$\sigma = \sum_{i=1}^{N} \frac{1}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor} \geq \frac{1}{(d+1) \ln \left(\frac{d+1}{d}\right)}.$$

Corollary 6.7 (to Lemma 6.4). The fairness ratio $\sigma$ of a bounded-capacity system with $d$ donors and at most $N$ agents satisfies

$$\sigma \leq \frac{1}{(d+1) \ln \left(\frac{d+1}{d}\right) - \frac{(d+1)^2}{2dN}}.$$

The proof of Corollary 6.7 is deferred to Appendix A.2; the proofs of the following claims are deferred to Appendices A.3 and A.4 respectively.

Claim 6.8. Let $N = c(d + 1) + b$, where $c$ and $b$ are non-negative integers, and $b \leq d$.

$$\sum_{i=b+1}^{N} \frac{\sigma}{N - \left\lfloor \frac{N-i}{d+1} \right\rfloor} = \sigma(d + 1) \sum_{i=N+1-c}^{N} \frac{1}{i}.$$

Claim 6.9. Let $N = c(d + 1) + b$, where $c$ and $b$ are non-negative integers, and $b \leq d$. Then

$$(d + 1) \ln \left(\frac{N}{N-c}\right) + \frac{b}{N-c} \leq (d + 1) \ln \left(\frac{d+1}{d}\right).$$
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7 Unbounded Systems

In this section we study the resource division problem in general (unbounded) systems, with no known upper bound on the number of agents that can be served. We prove the following theorem, which is the main result of this paper.

**Theorem 7.1.** For any \( d > 0 \) and \( \epsilon > 0 \) (\( d \in \mathbb{N}, \epsilon \in \mathbb{R} \)), there exists a \( d \)-disruptive, PM and SDPO mechanism with fairness ratio \( \sigma \) that satisfies:

\[
\sigma \geq \frac{1}{(d + 1) \ln \left( \frac{d+1}{d} \right)} - \epsilon.
\]

Furthermore, its envy ratio is at most \( \frac{3(d+1)^2}{2d^2} \).

For ease of presentation we present our mechanism in two parts. First we present a mechanism for the unbounded case, HARMONIC (Subsection 7.1). HARMONIC has a fairness ratio that increases as agents arrive, and that fairness ratio converges to \( \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)} \) as the number of agents grows.

Then, we show that when there are \( t \) agents in the system, the allocation of HARMONIC (with fairness ratio \( \sigma_t \)) is \((\sigma_t, d, t)\)-sound. Thus, we can give it as input to SOUND and keep the fairness ratio \( \sigma_t \) when there are fewer than \( t \) agents present in the system.

In order to guarantee a fairness ratio of at least \( \left( \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)} \right) - \epsilon \), our main mechanism, SOUND-HARMONIC, chooses an \( N = \frac{1}{\epsilon} \) (see Claim 7.7), computes the allocation of HARMONIC when there are \( N \) agents in the system, and gives it as input to SOUND. Whenever at most \( N \) agents are present, we have the allocation SOUND dictates, and the allocation of HARMONIC otherwise. This guarantees that for all allocations, the fairness ratio is at least \( \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)} - \epsilon \).

Figures 2 and 3 in Appendix C show the fairness of SOUND-HARMONIC as a function of the number of agents in the system, for \( d = 1 \) and 3.

7.1 The HARMONIC Mechanism

The first component of our main mechanism is the HARMONIC mechanism. Set \( \alpha_t = d(t-1) \). HARMONIC sets the \( i^{th} \) highest allocation when there are \( t \) agents in the system to be

\[
\mathcal{A}_t^i = \frac{\gamma_t}{\alpha_t + i - 1},
\]

where \( \gamma_t \) is the normalizing factor, i.e.,

\[
\gamma_t = \left( \sum_{i=0}^{t-1} \frac{1}{\alpha_t + i} \right)^{-1}.
\]

That is, HARMONIC ensures that the allocation vector is

\[
\mathcal{A} = \gamma_t \left( \frac{1}{\alpha_t}, \frac{1}{\alpha_t + 1}, \ldots, \frac{1}{\alpha_t + t - 1} \right).
\]

Figure [ ] shows the allocations of HARMONIC when \( d = 1 \), for different numbers of agents present in the system.

In the rest of this subsection we show how this simple characterization allows us to handle arrivals and departures, and understand how the fairness ratio of the HARMONIC mechanism behaves.

\[\text{Note that we are counting here from 1 to } i; \text{ we will often sum from 0 to } t - 1.\]
Arrivals

When a new agent arrives, we take the largest $d$ allocations, combine their resources, create $d + 1$ new allocations, and “top off” the remaining agents (in order to get exactly the allocation of Equation (8)). As before, after each arrival the agents are re-numbered according to their shares (1 has the biggest share).

In order to show that we can get from the $t$-th allocation to the $(t + 1)$-th allocation using only $d$ donors we need to show: (1) the shares of the agents that are not donors do not decrease, and (2) the $d$ largest shares suffice to create the $d + 1$ new shares.

(1) is proved by Claim 7.2. (2) follows immediately from (1) and the fact that the shares of both allocations sum up to 1.

Recall that $A^t_i$ denotes $i$th highest allocation when there are $t$ agents in the system.

**Claim 7.2.** For all $d \geq 1$, $t \geq d + 1$, and $i \in [0, t - 1]$, the allocations of HARMONIC satisfy

$$A_{i+1}^t \geq A_{i+d}^t.$$

The proof of Claim 7.2 is deferred to Appendix A.5.

**Departures**

When an agent departs, we just reallocate the resource as it should be for $t - 1$ agents: we take the leaving agent’s resource and distribute it among the remaining agents to get the harmonic allocation.

We need to show that (1) the shares of the non-departing agents do not decrease when the poorest agent departs (i.e. we only use her share) and (2) the poorest agent’s share is large enough. As was the case for arrivals, (2) is implied by (1). We prove (1) in Claim 7.3.

**Claim 7.3.** For all $d \geq 1$, $t \geq d + 1$, and $0 \leq i \leq t - 1$, the allocations of HARMONIC satisfy

$$A^t_i \geq A^{t+1}_i.$$

The proof of Claim 7.3 is deferred to Appendix A.6.
Fairness Ratio

Proposition 7.4 and Corollary 7.5 bound the fairness ratio of HARMONIC.

**Proposition 7.4.** In HARMONIC with \( d \geq 1 \) donors, if there are \( t \geq 2 \) agents in the system, then

\[
\sigma_t \geq \frac{t}{(t-1)(d+1) \left( \ln \frac{(d+1)(t-1)}{d(t-1)-1} \right)}.
\]

**Proof.** The least allocated agent is allocated \( \frac{\gamma_t}{\alpha_t + t - 1} \) of the resource. The fairness is therefore

\[
\sigma_t = \frac{t \gamma_t}{\alpha_t + t - 1}.
\]

Setting \( b_t = \alpha_t + t - 1 \),

\[
\sigma_t = \frac{t \gamma_t}{b_t} = \frac{t}{b_t} \left( \sum_{x=\alpha_t}^{b_t} \frac{1}{x} \right)^{-1} \geq \frac{t}{b_t} (\ln(b_t) - \ln(\alpha_t - 1))^{-1}
\]

\[
= \frac{t}{(t-1)(d+1)} \left( \ln \frac{(d+1)(t-1)}{d(t-1)-1} \right)^{-1},
\]

where Inequality (11) is due to Proposition 2.2. \( \square \)

By taking the limit we get the following corollary:

**Corollary 7.5.** In the HARMONIC mechanism with \( d \geq 1 \) donors, if there are \( t \) agents in the system, then

\[
\sigma_t \to \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)},
\]

as \( t \to \infty \).

7.2 The SOUND-HARMONIC Mechanism

If the allocation of HARMONIC when there are \( N \) agents in the system is sound, we can give it as input to the SOUND mechanism and be able to obtain the same fairness ratio when there are fewer than \( N \) agents in the system. Claim 7.6 that this is indeed the case by showing that the allocations of HARMONIC when there are \( N \) agents in the system conform to the definition of soundness (Definition 4.5). Denote \( \psi_i(\sigma_N) = \psi_i(N, \sigma_N, d) \).

**Claim 7.6.** Let \( \psi(\sigma_N) = (\psi_1(\sigma_N), \psi_2(\sigma_N), \ldots, \psi_N(\sigma_N)) \) be an allocation, where \( \sigma_N \) is the fairness at round \( N \) of HARMONIC and let \( B = (B_1, B_2, \ldots, B_N) \) be the allocation at round \( N \) of HARMONIC. Then for all \( i \in [1, N] \),

\[
B_i \geq \psi_i(\sigma_N).
\]
Proof. From Equations (9) and (10),
\[ \psi_i(\sigma_N) = \frac{\sigma_N}{N - \left\lfloor \frac{N - i}{d+1} \right\rfloor} \]
\[ = \frac{N \gamma_N}{(d+1)(N-1)(N - \left\lfloor \frac{N - i}{d+1} \right\rfloor)} \]
\[ \leq \frac{N \gamma_N}{dN^2 - dN + iN - i} \]
\[ \leq \frac{N \gamma_N}{dN - d + i - 1} = B_i, \]
as \( i \leq N \).

Corollary 7.5 shows that \( \sigma_N \to \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)} \). The following claim, whose correctness is easy to verify, shows that in order to guarantee a fairness ratio of \( \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right)} - \epsilon \), we can choose \( N = \frac{1}{\epsilon} \), compute the allocation of HARMONIC when there are \( N \) agents in the system, and give this allocation to SOUND.

Claim 7.7.
\[ \frac{t}{(t-1)(d+1) \left( \ln \frac{d+1}{d} \right) - \frac{1}{t-1}} \geq \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right) - \frac{1}{t-1}}. \]

To summarize, we have shown that in order to guarantee a fairness ratio of at least \( \sigma = \left( (d+1) \ln \left( \frac{d+1}{d} \right) \right)^{-1} - \epsilon \), we let \( N = \frac{1}{\epsilon} \), compute the allocation of HARMONIC when there are \( N \) agents in the system, and give this as input to SOUND. When there are \( N \) agents in the system, the allocation of HARMONIC is \( (\sigma, d, N) \)-sound, and so we can give it as input to SOUND to guarantee the fairness ratio is \( \sigma \) when there are fewer than \( N \) agents present in the system. As the fairness of HARMONIC is increasing in the number of agents present in the system, we are guaranteed that when there are more than \( N \) agents in the system, the fairness is at least \( \sigma \) as well.

8 Bounding the Envy

In this section, we give an upper bound on the envy of the SOUND − LP and SOUND-HARMONIC mechanisms. In both scenarios, \( t \) represents the number of agents currently present in the system. For SOUND − LP, \( N \) represents the cap on the number of agents in the system, and for SOUND-HARMONIC, it represents the number of agents in the allocation that is given to SOUND.

For simplicity, throughout this section, we assume that \( N \) and \( t \) are multiples of \( (d+1) \). In particular, \( N = a(d+1), t = b(d+1) \). It is not too difficult to verify the proofs hold for all values of \( N \) and \( t \).

8.1 Bounding the Envy of SOUND − LP

Before bounding the envy of SOUND − LP, we prove two propositions about the surplus.

Proposition 8.1. The surplus of SOUND − LP, in the presence of \( t \) agents satisfies \( \Phi_t \leq \frac{\sigma(d+1)^2}{2td} \).

Proof. We assume that \( N = a(d+1), t = b(d+1), a \geq b > 0 \),
We saw in Claim [5.4] that
\[ \Phi_k - \Phi_{k+1} = \frac{\sigma(d+1)}{k+1} - \sum_{i=1}^{d} \psi_i(k). \]
From Observation 6.3, \( \Phi_N = 0 \), therefore

\[
\Phi_t = \Phi_t - \Phi_N = \sum_{k=t}^{N-1} \Phi_k - \Phi_k + 1
\]

\[
= \sum_{k=t}^{N-1} \left( \frac{\sigma(d+1)}{k+1} - \sum_{i=1}^{d} \psi_i(k) \right)
\]

\[
= \sum_{k=t}^{N-1} \frac{\sigma(d+1)}{k+1} - \sum_{j=1}^{d(N-t)} \psi_j(t)
\]

\[
= \sigma(d+1) \left( \frac{a(d+1)}{k=b(d+1)+1} - \sum_{i=bd+1}^{ad} \frac{1}{i} \right)
\]

\[
\leq \sigma(d+1) \left( \ln(a(d+1)) - \ln(b(d+1)) + \ln(bd) - \ln(ad) + \frac{1}{2bd} \right)
\]

\[
= \frac{\sigma(d+1)}{2bd},
\]

where Equality (12) is because \( \psi_j(k+1) = \psi_{i+d}(k) \), Equality (13) is due to Claim 8.2 and Inequality (14) is due to Proposition 2.2.

Claim 8.2. Let \( N = a(d+1), t = b(d+1), a \geq b > 0 \). Then

\[
\sum_{j=1}^{d(N-t)} \psi_j(t) = \sigma(d+1) \sum_{i=bd+1}^{ad} \frac{1}{i}.
\]

The proof of Claim 8.2 is deferred to Appendix A.7.

Proposition 8.3. Assume that an allocation \( A^t \) of SOUND has a surplus of \( \Phi_t \). Then for all \( i \in [1, t] \), agent \( i \)'s share is at most

\[
\psi_i(t) + \frac{\Phi_t - \Phi}{d}.
\]

Proof. Any new surplus produced by SOUND is split equally among \( d \) agents in each round. Therefore no single agent can receive more than a \( 1/d \) share of the total new surplus created between round \( n \) and \( t \).

Lemma 8.4. Let \( A^t \) be the allocation of SOUND – LP in the presence of \( t \) agents. Then \( \xi \), the envy of \( A^t \) satisfies

\[
\xi \leq \frac{3(d+1)^2}{2d^2}.
\]

Proof. From Proposition 8.1, \( \Phi_t \leq \frac{\sigma(d+1)}{2d} \). Recall that the envy ratio is at most the ratio between the biggest share over the smallest share. The smallest share is simply \( \psi_i \). From Observation 6.3, \( \Phi_N = 0 \), and so, from Proposition 8.3 we conclude that the biggest share is \( \psi_1 + \Phi_t/d \). For \( t \leq d \) there is no envy. Therefore the envy ratio is at most:

\[
\xi \leq \frac{\psi_1 + \Phi_t/d}{\psi_t} \leq \frac{\sigma}{2d} + \sigma(d+1) \frac{1}{2d^2} = (3d+1)(d+1) \leq \frac{3(d+1)^2}{2d^2}.
\]
8.2 Bounding the Envy of SOUND-HARMONIC

In this subsection we bound the envy ratio of the SOUND-HARMONIC mechanism. It is easy to obtain a tight bound for the envy of the HARMONIC part of the mechanism, and we do so. However, we do not attempt to provide a tight bound on the envy of the SOUND part.

**Theorem 8.5.** The envy ratio $\xi$ of the SOUND-HARMONIC mechanism with parameter $N$ is at most $\frac{3(d+1)^2}{2d^2}$ during the SOUND part of the mechanism and at most $\frac{d+1}{d^2}$ during the HARMONIC part of the mechanism.

**Proof.** When there are more than $N$ agents, we are in the HARMONIC part of our mechanism. The wealthiest agent has $\frac{\gamma_t}{\alpha_t} = \frac{\gamma_t}{d(t-1)}$ while the poorest agent has $\frac{\gamma_t}{\alpha_t+t-1} = \frac{\gamma_t}{(d+1)(t-1)}$. Thus the envy is exactly $\frac{d+1}{d}$.

When there are $t \leq N$ agents, Lemma 8.6 holds.

**Lemma 8.6.** Let $A_t^i$ be the allocation of SOUND-HARMONIC in the presence of $t \leq N$ agents. Then $\xi$, the envy of $A_t^i$ satisfies

$$\xi \leq \frac{3(d+1)^2}{2d^2}.$$ 

The proof is virtually identical to the proof of Lemma 8.4 and is omitted. We note that instead of Observation 6.3, we require Claim 8.7, and instead of Proposition 8.1, we require Proposition 8.8.

**Claim 8.7.** For the $N^{th}$ allocation of HARMONIC, it holds that $\Phi_N = O\left(\frac{1}{N^2}\right)$.

**Proof.** Assume, for simplicity, that $N = a(d+1), t = b(d+1)$.

$$B_t = \frac{\gamma_N}{(d+1)(cd+b-1)},$$

and

$$\psi_t = \frac{c(d+1)\gamma_N}{(d+1)(cd+c-1)(cd+b)} = \frac{c\gamma_N}{(cd+c-1)(cd+b)}.$$ 

It is easy to verify that

$$B_t - \psi_t = \frac{\gamma_N(c-b)}{(d+1)(cd+c-1)(cd+b-1)(cd+b)} \leq \frac{(c-b)}{(cd+c-1)(cd+b-1)(cd+b)} = O\left(\frac{1}{N^2}\right).$$

**Proposition 8.8.** The surplus of the SOUND mechanism, with input the $N^{th}$ allocation of HARMONIC, in the presence of $t$ agents, satisfies

$$\Phi_t \leq \frac{\sigma(d+1)^2}{2td} + O\left(\frac{1}{N^2}\right).$$

The proof of Proposition 8.8 is identical to the proof of Proposition 8.1 except that instead of $\Phi_N = 0$, we set $\Phi_N$ to be $O\left(\frac{1}{N^2}\right)$.
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A Missing Proofs

A.1 Proof of Claim 5.5

Claim 5.5. For \( t \geq d+1 \),
\[
\sum_{i=1}^{d} \frac{1}{t - \left\lfloor \frac{t}{d+1} \right\rfloor} \leq \sum_{i=1}^{d} \frac{1}{t - \frac{t-d}{d+1}}.
\]

Proof. Notice that \( \left\lfloor \frac{t}{d+1} \right\rfloor \) can only take two values for \( i \in [1, d] \). Let \( p \in [1, d] \) be such that \( (t-p) \mod (d+1) = 0 \). The value \( \frac{t-p}{d+1} \) appears \( p \) times, and the value \( \frac{t-p}{d+1} - 1 \) appears \( d-p \) times.

If \( d = 1 \) or there does not exist such a \( p \) then the inequality holds immediately. Otherwise, such a \( p \) exists and then,
\[
\sum_{i=1}^{d} \frac{1}{t - \left\lfloor \frac{t}{d+1} \right\rfloor} = \frac{p}{t - \frac{t-p}{d+1}} + \frac{d-p}{t - \frac{t-p}{d+1} + 1}
\]
\[
= (d+1) \left( \frac{p}{dt + p} + \frac{d-p}{dt + p + d + 1} \right)
\]
\[
\leq \frac{d+1}{t+1}
\]
\[
= \sum_{i=1}^{d} \frac{1}{t - \frac{t-d}{d+1}}.
\]
where Inequality (15) is because for \( p = d \),
\[
\frac{p}{dt + p} + \frac{d-p}{dt + p + d + 1} = \frac{1}{t+1},
\]
and differentiating w.r.t. \( p \), it is easy to verify that \( \frac{p}{dt + p} + \frac{d-p}{dt + p + d + 1} \) is monotonically increasing in the interval \([1, d]\). \( \square \)

A.2 Proof of Corollary 6.7

Corollary 6.7 (to Lemma 6.4). The fairness ratio \( \sigma \) of a bounded-capacity system with \( d \) donors and at most \( N \) agents satisfies
\[
\sigma \leq \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right) - \frac{(d+1)^2}{2dN}}.
\]
For simplicity, we prove Corollary 6.7 only for when \( N \) is a multiple of \((d + 1)\).

**Proof.** Assume \( N = c(d + 1), c > 0 \), then from Claim 6.8,

\[
\sigma = \frac{1}{\sum_{i=1}^{N} \frac{1}{N - \lfloor \frac{N - i}{d+1} \rfloor}} = \frac{1}{(d + 1) \sum_{i=N+1-c}^{N} \frac{1}{i}}.
\]

We can use Proposition 2.2 to obtain a lower bound for \( \sum_{i=N+1-c}^{N} \frac{1}{i} \):

\[
\sum_{i=N+1-c}^{N} \frac{1}{i} \geq \ln \left( \frac{d + 1}{d} \right) - \frac{d + 1}{2dN},
\]

which gives the corollary. \( \square \)

We note that there is another way to upper bound the fairness ratio, by taking the dual of LP 4.1 and providing a feasible solution for it. This approach gives a slightly better upper bound of \( \frac{1}{(d+1) \ln \left( \frac{d+1}{d} \right) + \frac{2}{N}} \). As it is a much more cumbersome proof, and the gain from using it is minimal, we omit it from the paper.

### A.3 Proof of Claim 6.8

**Claim 6.8.** Let \( N = c(d + 1) + b \), where \( c \) and \( b \) are non-negative integers, and \( b \leq d \).

\[
\sum_{i=b+1}^{N} \frac{\sigma}{N - \lfloor \frac{N - i}{d+1} \rfloor} = \sigma(d + 1) \sum_{i=N+1-c}^{N} \frac{1}{i}.
\]

**Proof.** There are \( d + 1 \) values of \( i \) for which \( \lfloor \frac{N - i}{d+1} \rfloor \) gives the same value. Therefore, there are \( c \) distinct, consecutive values of \( \lfloor \frac{N - i}{d+1} \rfloor \) in the sum, with each one appearing \( d + 1 \) times: the first one is \( c - 1 \) and the last one is 0. Therefore,

\[
\sum_{i=b+1}^{c(d+1)+b} \frac{\sigma}{N - \lfloor \frac{N - i}{d+1} \rfloor} = \sigma(d + 1) \sum_{j=0}^{c-1} \frac{1}{N - j}.
\]

Substituting \( i = N - j \) completes the claim. \( \square \)

### A.4 Proof of Claim 6.9

**Claim 6.9.** Let \( N = c(d + 1) + b \), where \( c \) and \( b \) are non-negative integers, and \( b \leq d \). Then

\[
(d + 1) \ln \left( \frac{N}{N - c} \right) + \frac{b}{N - c} \leq (d + 1) \ln \left( \frac{d + 1}{d} \right).
\]

**Proof.** We show that \( e^{\left( (d+1) \ln \frac{N}{N-c} + \frac{b}{N-c} \right)} \leq \left( \frac{d+1}{d} \right)^{d+1} \), by showing that

\[
e^\frac{b}{N-c} \leq \left( \frac{d+1}{d} \right)^{d+1} = \left( \frac{(d+1)(N-c)}{dN} \right)^{d+1}.
\]
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Taking the \((d + 1)\)th root, we have
\[
e^{b \frac{\log(\frac{1}{(cd + b)(d + 1)})}{cd + b}} \leq \frac{1}{(cd + b)(d + 1)}
\]
\[
e = (cd + b)(d + 1)\]
\[
d = \frac{d(c(d + 1) + b)}{(d + 1)(N - c)}
\]
Inequality (16) is because \(e^x \leq 1 - \frac{1}{1-x}\) for \(x < 1\).

A.5 Proof of Claim 7.2

Claim 7.2. For all \(d \geq 1\), \(t \geq d + 1\), and \(i \in [0, t - 1]\), the allocations of HARMONIC satisfy
\[A_i^{t+1} \geq A_i^{t+d}.
\]

Proof. From Equation (8), \(A_i^t = \frac{\gamma t}{d(t-1)+i+1}\). We therefore need to show, for \(d \geq 1\), \(t \geq d + 1\), and \(0 \leq i \leq t - 1\)
\[
\frac{\gamma(t+1)}{dt + i} \geq \frac{\gamma t}{d(t-1)+i+d}.
\]
The denominators are identical, thus it suffices to prove that \(\gamma(t+1) \geq \gamma t\). As \(\gamma_t = \left(\sum_{i=0}^{t-1} \frac{1}{d(t-1)+i+1}\right)^{-1}\), this is the same as showing that
\[
\sum_{i=0}^{t-1} \frac{1}{d(t-1)+i} \geq \sum_{i=0}^{t} \frac{1}{dt + i}.
\]
Since the sums have overlapping elements this holds if and only if
\[
\sum_{i=-d}^{-1} \frac{1}{dt + i} \geq \sum_{i=t-d}^{t} \frac{1}{dt + i}
\]
We rearrange so that the expression becomes
\[
\sum_{i=1}^{d} \left( \frac{1}{dt - i} - \frac{1}{dt + t - i} \right) \geq \frac{1}{dt + t}.
\]
\[
\sum_{i=1}^{d} \left( \frac{1}{dt - i} - \frac{1}{dt + t - i} \right) = \sum_{i=1}^{d} \left( \frac{t}{(dt - i)(dt + t - i)} \right)
\]
\[
\geq d \left( \frac{t}{(dt - 1)(dt + t - 1)} \right)
\]
\[
= \frac{(dt)^2 - 2dt + dt^2 - t + 1}{dt}
\]
\[
= \frac{1}{dt + t - 2 - 1/d + 1/dt}
\]
where the last inequality holds for all \(d, t \geq 1\). \(\square\)
A.6 Proof of Claim 7.3

Claim 7.3. For all \( d \geq 1, t \geq d + 1, \) and \( 0 \leq i \leq t - 1, \) the allocations of HARMONIC satisfy

\[
A^t_i \geq A^{t+1}_i.
\]

Proof. In other words, as \( A^t_i = \frac{\gamma_k}{d(k-1)+1} \) (Equation (8)), we need to prove that for all \( d \geq 1, \) \( k \geq d + 1, \) and \( 0 \leq j \leq k - 1, \)

\[
\gamma_{k+1} \leq \frac{\gamma_k}{d(k-1)+j}.
\]

As \( \gamma_k = \left( \sum_{i=0}^{k-1} \frac{1}{d(k-1)+i} \right)^{-1} \) We need to show that

\[
\gamma_k \geq \left( 1 - \frac{d}{dk+j} \right) \gamma_{k+1}
\]

\[
\gamma_k \geq \gamma_{k+1} - \frac{d}{dk+j} \gamma_{k+1}
\]

We’ve seen in the proof of Claim 7.2 that this is equivalent to:

\[
\frac{1}{dk+k} \geq \sum_{i=0}^{d} \left( \frac{1}{dk-i} - \frac{1}{dk+k-i} \right) - \frac{d}{dk+j} \gamma_{k+1}
\]

\[
\frac{1}{dk+k} + \frac{d}{dk+j} \gamma_{k+1} \geq \sum_{i=0}^{d} \left( \frac{1}{dk-i} - \frac{1}{dk+k-i} \right)
\]

We’ve seen that \( \gamma_{k+1} \geq \gamma_k, \) and since \( j \leq k - 1 \) we have that \( \frac{d}{dk+j} \geq \frac{d}{dk+k}. \) Thus, we only need to show that

\[
\frac{1}{dk+k} + \frac{d}{dk+k} \gamma_k \geq \sum_{i=0}^{d} \left( \frac{1}{dk-i} - \frac{1}{dk+k-i} \right)
\]

We rewrite this as Claim A.1. \( \square \)

Claim A.1. The following holds for all \( d \geq 1, k \geq d + 2, \) and \( 0 \leq i \leq k - 1. \)

\[
\left( \frac{1}{dk+k} \right) \left( 1 + \sum_{i=0}^{k-1} \frac{d}{d(k-1)+i} \right) \geq \sum_{i=0}^{d} \left( \frac{1}{dk-i} - \frac{1}{dk+k-i} \right)
\]

Proof. We only prove the claim for \( k \geq 7, \) for simplicity. It is easy to verify that the claim holds for all \( k \geq d + 2. \)
\[
\sum_{i=1}^{d} \left( \frac{1}{dk - i} - \frac{1}{dk + k - i} \right) = \sum_{i=1}^{d} \left( \frac{k}{(dk - i)(dk + k - i)} \right)
\leq \frac{dk}{(dk - d)(dk + k - d)}
\leq \frac{dk}{(dk)^2 - 2d^2k + dk^2 - dk + d^2}
\leq \frac{1}{dk + k - 2d - 1}
\leq \frac{1}{(d + 1)(k - 2)}
\leq \frac{1}{k(d + 1)} \left( 1 + \frac{2}{k - 2} \right)
\leq \left( \frac{1}{dk + k} \right) \left( 1 + \frac{kd}{(d + 1)(k - 1)} \right)
\leq \left( \frac{1}{dk + k} \right) \left( 1 + \sum_{i=0}^{k-1} \frac{d}{d(k - 1) + i} \right)
\]

for all \( d \geq 1, k \geq 7 \). (we require \( k \geq 7 \) for Inequality (17)). \qed

### A.7 Proof of Claim 8.2

**Claim 8.2.** Let \( N = a(d + 1), t = b(d + 1), a \geq b > 0. \) Then
\[
\sum_{j=1}^{d(N-t)} \psi_j(t) = \sigma(d + 1) \sum_{i=bd+1}^{ad} \frac{1}{i}.
\]

**Proof.** Let \( c = a - b \). There are \( d + 1 \) values of \( j \) for which \( \left\lfloor \frac{t - j}{a} \right\rfloor \) gives the same value. Therefore, there are \( cd \) distinct, consecutive values in the sum, with each one appearing \( d + 1 \) times, and the first one being \( \frac{\sigma}{i = bd + 1} \). Therefore,
\[
\sum_{j=1}^{dc(d+1)} \psi_j(t) = \sigma(d + 1) \sum_{j=1}^{cd} \frac{1}{i - b + j}
\[
= \sigma(d + 1) \sum_{i=t-b+1}^{t-b+cd} \frac{1}{i}
\[
= \sigma(d + 1) \sum_{i=bd+1}^{ad} \frac{1}{i},
\]

substituting \( i = t - b + j \). \qed

### B Optimizing Envy

We can use a variation of LP 4.1 to find the allocations that give optimal envy ratio. The catch is that envy cannot be a variable; the constraints will not be linear any more. The following variation works: fix some envy \( \epsilon \) and check if the following set of constraints is feasible:
Linear Program B.1.

\[ \sum_{j=1}^{t} a_{t,j} = 1, \quad t \in [1, N] \]
\[ a_{t,i} \geq \epsilon, \quad t \in [1, N], i, j \in [1, t] \]
\[ a_{t+1,j} \geq a_{t,j+d}, \quad t \in [d, N-1], j \in [1, t-d] \]

We can use binary search over \( \epsilon \) and compute the optimal envy for a given \( N \) in polynomial time.

C Fairness of the SOUND-HARMONIC Mechanism

![Figure 2: Fairness ratio for \( d = 1 \) and \( N = 10 \)]

![Figure 3: Fairness ratio for \( d = 3 \) and \( N = 10 \)]
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